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PREFACE

The Wiley Biotechnology Encyclopedias, composed of the Ency-
clopedia of Molecular Biology, the Encyclopedia of Bioprocess
Technology: Fermentation, Biocatalysis, and Bioseparation,
the Encyclopedia of Cell Technology, and the Encyclopedia of
Ethical, Legal, and Policy Issues in Biotechnology, cover very
broadly four major contemporary themes in biotechnology.
The series comes at a fascinating time in that as we move into
the twenty-first century, the discipline of biotechnology is
undergoing striking paradigm changes.

Biotechnology is now beginning to be viewed as an in-
formational science. In a simplistic sense, there are three
types of biological information. First, there is the digital or
linear information of our chromosomes and genes, with the
four-letter alphabet composed of G, C, A, and T (the bases
Guanine, Cytosine, Adenine, and Thymine). Variation in the
order of these letters in the digital strings of our chromosomes
or our expressed genes (or mRNAs) generates information
of several distinct types: genes, regulatory machinery, and
information that enables chromosomes to carry out their tasks
as informational organelles (eg, centromeric and telomeric
sequences).

Second, there is the three-dimensional information of
proteins, the molecular machines of life. Proteins are strings
of amino acids employing a 20-letter alphabet. Proteins pose
four technical challenges: (i) Proteins are synthesized as linear
strings and fold into precise three-dimensional structures as
dictated by the order of amino acid residues in the string. Can
we formulate the rules for protein folding to predict three-
dimensional structure from primary amino acid sequence? The
identification and comparative analysis of all human and model
organism (bacteria, yeast, nematode, fly, mouse, etc.) genes
and proteins will eventually lead to a lexicon of motifs that are
the building block components of genes and proteins. These
motifs will greatly constrain the shape space computational al-
gorithms must search to successfully correlate primary amino
acid sequence with the correct three-dimensional shapes. The
protein-folding problem will probably be solved within the
next 10 to 15 years. (ii) Can we predict protein function from
knowledge of the three-dimensional structure? Once again the
lexicon of motifs with their functional as well as structural
correlations will play a critical role in solving this problem. (iii)
How do the myriad of chemical modifications of proteins (eg,
phosphorylation, acetylation) alter their structures and modify
their functions? The mass spectrometer will play a key role
in identifying secondary modifications. (iv) How do proteins
interact with one another and/or with other macromolecules
to form complex molecular machines (eg, the ribosomal sub-
units)? If these functional complexes can be isolated, the mass

spectrometer, coupled with a knowledge of all protein sequences
that can be derived from the complete genomic sequence of the
organism, will serve as a powerful tool for identifying all the
components of complex molecular machines.

The third type of biological information arises from com-
plex biological systems and networks. Systems information is
four-dimensional because it varies with time. For example, the
human brain has 1012 neurons making approximately 1015
connections. From this network arises systems properties
such a memory, consciousness, and the ability to learn. The
important point is that systems properties cannot be under-
stood from studying the network elements (eg, neurons) one at
a time; rather, the collective behavior of the elements needs to
be studied together. To study most biological systems, three
issues need to be stressed. First, most biological systems are
too complex to study directly; therefore they must be divided
into tractable subsystems whose properties in part reflect
those of the system. These subsystems must be sufficiently
small to analyze all their elements and connections. Second,
high-throughput analytic or global tools are required for study-
ing many systems elements at one time (see below). Finally,
the systems information needs to be modeled mathematically
before systems properties can be predicted and ultimately
understood. This will require recruiting computer scientists
and applied mathematics into biology—just as the attempts to
decipher the information of complete genomes and the protein
folding and structure/function problems have required the
recruitment of computational scientists.

I would be remiss not to point out that there are many other
molecules that generate biological information—amino acids,
carbohydrates, lipids, etc. These too must be studied in the
context of their specific structures and specific functions.

The deciphering and manipulation of these various types of
biological information represent an enormous technical chal-
lenge for biotechnology. Yet major new and powerful tools for
doing so are emerging.

One class of tools for deciphering biological information is
termed high-throughput analytic or global tools. These tools
can study many genes or chromosome features (genomics),
many proteins (proteomics), or many cells rapidly: large-scale
DNA sequencing; genome-wide genetic mapping; ¢cDNA or
oligonucleotide arrays; two-dimensional gel electrophoresis and
other global protein separation technologies; mass spectromet-
ric analysis of proteins and protein fragments; multiparameter,
high-throughput cell and chromosome sorting; and high-
throughput phenotypic assays.

A second approach to the deciphering and manipulation of
biological information centers around combinatorial strate-



gies. The basic idea is to synthesize an informational string
(DNA fragments, RNA fragments, protein fragments, antibody
combining sites, etc.) using all combinations of the basic letters
of the corresponding alphabet—thus creating many different
shapes that can be used to activate, inhibit, or complement the
biological functions of designated three-dimensional shapes
(eg, a molecule in a signal transduction pathway). The power of
combinational chemistry is just beginning to be appreciated.

A critical approach to deciphering biological information
will ultimately be the ability to visualize the functioning of
genes, proteins, cells, and other informational elements within
living organisms (in vivo informational imaging).

Finally, there are the computational tools required to col-
lect, store, analyze, model, and ultimately distribute the var-
ious types of biological information. The creation presents a
challenge comparable to that of developing of new instrumen-
tation and new chemistries. Once again, this means recruit-
ing computer scientists and applied mathematicians to biology.
The biggest challenge in this regard is the language barriers
that separate different scientific disciplines. Teaching biology
as an informational science has been a very effective means for
breeching these language barriers.

The challenge is, of course, to decipher these various types
of biological information and then be able to use this infor-
mation to manipulate genes, proteins, cells, and informational
pathways in living organisms to eliminate or prevent disease,
produce higher yield crops, or increase the productivity of ani-
mal products and meat.

Biotechnology and its applications raise a host of social, eth-
ical, and legal questions; for example, genetic privacy, germline
genetic engineering, cloning animals, genes that influence
behavior, cost of therapeutic drugs generated by biotechnol-
ogy, animal rights, and the nature and control of intellectual
property.

The challenge clearly is to educate society so that each cit-
izen can thoughtfully and rationally deal with these issues,
for ultimately society dictates the resources and regulations
that circumscribe the development and practice of biotechnol-
ogy. Ultimately, I feel enormous responsibility rests with sci-
entists to inform and educate society about the challenges as
well as the opportunities arising from biotechnology. These
are critical issues for biotechnology that are developed in de-
tail in the Encyclopedia of Ethical, Legal, and Policy Issues in
Biotechnology.

The view that biotechnology is an informational science
pervades virtually every aspect of this science—including
discovery, reduction to practice, and societal concerns. These
Encyclopedias of Biotechnology reinforce the emerging in-
formational paradigm change that is powerfully positioning
science as we move into the twenty-first century to more
effectively decipher and manipulate for humankind’s benefit
the biological information of relevant living organisms.

Leroy Hoop
University of Washington
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COMMONLY USED ACRONYMS

AND ABBREVIATIONS

A angstrom (1071° m) G
Ab antibody G
Ac acetyl group G-protein
ADP adenosine diphosphate GABA
Ala alanine residue (also A) GalNAc
AMP adenosine monophosphate GdmCl
Arg arginine residue (also R) GDP
Asn asparagine residue (also N) Gle
Asp aspartic acid residue (also D) GlecNAc
ATP adenosine triphosphate Gln
ATPase adenosine triphosphatase Glu

Gl
Bq becquerel Glg[P
bp base-pair GSH
BSA bovine serum albumin GSSG

. GTP

C cytosine base GTPase
cal calorie (4.18 J)
cAMP 3',5'-cyclic AMP H
CD circular dichroism h
CoA coenzyme A His
cDNA complementary DNA HLA
cGMP 3',5'-cyclic GMP HPLC
Cmec critical micelle concentration Hz
Cys cysteine residue (also C)

IEF
Da dalton
DMSO dimethyl sulfoxide Ile
DNA deoxyribonucleic acid Ins
DNase deoxyribonuclease IR
DTT dithiothreitol

J
EDTA ethylenediamine tetraacetic acid
EG [ethylenebis(oxonitrilo)] tetraacetic acid K
EGF epidermal growth factor k
ELISA enzyme-linked immunosorbent assay K,
EM electron microscopy K,
EPR, ESR electron paramagnetic (or sign) resonance K
ER endoplasmic reticulum K
EXAFS extended X-ray absorption fine structure kb

keal
FAD flavin-adenine dinucleotide kDa
fMet N-formyl methionine
FMN flavin mononucleotide LDL
FPLC fast protein liquid chromatography Leu

Lys

xiii

Gibbs free energy of a system

guanine base

guanine-nucleotide binding regulatory protein
g-aminobutyric acid

N-acetylgalactosamine residue )
guanidinium chloride (guanidine hydrochloride)
guanosine diphosphate

glucose residue

N-acetylglucosamine residue

glutamine residue (also Q)

glutamic acid residue (also E)

glycine residue (also G)

guanoine monophosphate

glutathione, thiol form

glutathione, disulfide form

guanosine triphosphate

guanosine triphosphatase

enthalpy of a system

hour

histidine residue (also H)
histocompatibility locus antigen
high pressure liquid chromatography
hertz, frequency

isoelectric focusing IgG, IgA, IgM, etc.
immunoglobuin G, A, M. etc.

isoleucine residue (also I)

inositol residue

infrared

joule

degrees Kelvin, absolute temperature

rate constant for a specified reaction
association constant

dissociation constant

equilibrium constant for a specified reaction
Michaelis constant

kilobases

kilocalorie (4.18 kJ)

kilodalton

low density lipoprotein
leucine residue (also L)
lysine residue (also K)



xiv COMMONLY USED ACRONYMS AND ABBREVIATIONS

Met
MHC
min
mol

mRNA
MS
mtDNA
Mur
MurNAc

NAD*
NADH
NADP*

NADPH

NMR

PAGE
PBS
PCR
PEG
pH

Phe
P,

PP,
p-p-m.

RNA

meter

monoclonal antibody
methionine residue (also M)
major histocompability locus
minute

mole

relative molecular mass
messenger RNA

mass spectroscopy
mitochondrial DNA
muramic acid residue
N-acetylmuramic acid residue

nicotinamide adenine dinucleotide (oxidized)

nicotinamide adenine dinucleotide (reduced)

nicotinamide adenine dinucleotide phosphate
(oxidized)

nicotinamide adenine dinucleotide phosphate
(reduced)

nuclear magnetic resonance

polyacrylamide gel electrophoresis

phosphate-buffered saline

polymerase chain reaction

polyethylene glycol

negative logarithm of hydrogen ion
concentration

phenylalanine residue (also F)

inorganic phosphate

inorganic pyrophosphate

parts per million

proline residue (also P)

gas constant (8.21451 J/(K' mol~1))
radioimmunoassay
ribonucleic acid

RNase

ribonuclease
ribonucleoprotein
ribosomal RNA

entropy of a system

Svedberg sedimentation unit (10722 s)
second

sedimentation coefficient

sodium dodecyl sulfate

small nuclear RNA

signal recognition particle

temperature

thymine residue

transcription factor

threonine residue (also T)

midpoint of temperature induced transition
tris(hydroxymethyl) aminomethane
transfer RNA

tryptophan residue (also W)

thymidine triphosphate

tyrosine residue (also Y)

uracil residue

uridine diphosphate
uridine monophosphate
uridine triphosphate
ultraviolet

volume
maximum enzyme catalyzed velocity
valine residue (also V)

wild-type

xylose residue



CONVERSION FACTORS

SI Units (Adopted 1960)

The International System of Units (abbreviated SI), is being implemented throughout the world. This measurement system is a modernized version
of the MKSA (meter, kilogram, second, ampere) system, and its details are published and controlled by an international treaty organization
(The International Bureau of Weights and Measures) (1).

SI units are divided into three classes:
BASE UNITS
length

mass
time
electric current
thermodynamic temperature*
amount of substance
luminous intensity

~

SUPPLEMENTARY UNITS

plane angle
solid angle

meter’ (m)
kilogram (kg)
second (s)
ampere (A)
kelvin (K)
mole (mol)
candela (cd)

radian (rad)
steradian (sr)

DERIVED UNITS AND OTHER ACCEPTABLE UNITS

These units are formed by combining base units, supplementary units, and other derived units (2—4). Those derived units having special names

and symbols are marked with an asterisk in the list

below.

Quantity Unit Symbol Acceptable equivalent
*absorbed dose gray Gy J/kg
acceleration meter per second squared m/s?
*activity (of a radionuclide) becquerel Bq 1/s
area square kilometer km?
square hectometer hm? ha (hectare)
square meter m?
concentration (of amount of substance) mole per cubic meter mol/m?
current density ampere per square meter A/m?
density, mass density kilogram per cubic meter kg/m® g/L; mg/cm®
dipole moment {quantity) coulomb meter Cm

tThe spellings “metre” and “litre” are preferred by ASTM; however, “-er” is used in the Encyclopedia.

+Wide use is made of Celsius temperature (f) defined by

where T is the thermodynamic temperature, expressed in kelvin, and Tp = 273.15 K by definition. A temperature interval may be expressed in degrees Celsius

as well as in kelvin.

t=T-Tp

-
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Quantity Unit Symbol | Acceptable equivalent
*dose equivalent sievert Sv J/kg
*electric capacitance farad F Cc/V
*electric charge, quantity of electricity coulomb C Ass
electric charge density coulomb per cubic meter C/m’
*electric conductance siemens S A/V
electric field strength volt per meter V/m
electric flux density coulomb per square meter C/m?
*electric potential, potential difference, volt v W/A
electromotive force
*electric resistance ohm Q V/A
*energy, work, quantity of heat megajoule MJ
kilojoule kJ
joule J N'm
electronvolt' Al
kilowatt-hour' kW-h'
energy density joule per cubic meter J/m?
*force kilonewton kN
newton N kg:m/s?
*frequency megahertz MH:z
hertz Hz 1/s
heat capacity, entropy joule per kelvin J/K
heat capacity (specific), specific entropy joule per kilogram kelvin J/(kg'K)
heat-transfer coefficient watt per square meter kelvin W/(m*K)
*illuminance lux Ix Im/m?
*inductance henry H Wb/A
linear density kilogram per meter kg/m
luminance candela per square meter cd/m?
*luminous flux lumen Im cd-sr
magnetic field strength ampere per meter A/m
*magnetic flux weber Wb Vs
*magnetic flux density tesla T Wb/m?
molar energy joule per mole J/mol
molar entropy, molar heat capacity joule per mole kelvin J/(mol-K)
moment of force, torque newton meter N'm
momentum kilogram meter per second kg'm/s
permeability henry per meter H/m
permittivity farad per meter F/m
*power, heat flow rate, radiant flux kilowatt kW
. watt w J/s
power density, heat flux density, watt per square meter W/m?
irradiance
*pressure, stress megapascal MPa
kilopascal kPa
pascal Pa N/m?
sound level decibel dB
specific energy joule per kilogram J/kg
specific volume cubic meter per kilogram m’/kg
surface tension newton per meter N/m
thermal conductivity watt per meter kelvin W/(m-K)
velocity meter per second m/s
kilometer per hour km/h
viscosity, dynamic pascal second Pas
millipascal second mPa-s
viscosity, kinematic square meter per second m?/s
square millimeter per second mm?/s
volume cubic meter m’
cubic diameter dm’ L (liter) (5)
cubic centimeter cm® mL
wave number 1 per meter m~!
1 per centimeter cm™!

*This non-SI unit is recognized by the CIPM as having to be retained because of practical importance or use in specialized fields (1).
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In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

Multiplication factor Prefix Symbol Note
108 exa E
10% peta P
10%2 tera T
10° giga G
10 mega M
10° kilo k
10? hecto h’ “Although hecto, deka, deci, and centi are SI prefixes, their use
10 deka da’ should be avoided except for:SI unit-multiples for area and
107! deci d’ volume and nontechnical use of centimeter, as for body and
1072 centi c® clothing measurement.
1072 milli m
10~6 micro u
107° nano n
10712 pico p
1075 femto f
10718 atto a

For a complete description of SI and its use the reader is referred to ASTM E380 (4).

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant figures. Exact

relationships are followed by a dagger. A more complete list is given in the latest editions of ASTM E380 (4) and ANSI Z210.1 (6).

Conversion Factors to SI Units

*See footnote on p. xvi.

To convert from To Multiply by
acre square meter (m?) 4,047 x 10°
angstrom meter (m) 1.0 x 10710t
are square meter (m?) 1.0 x 10*
astronomical unit meter (m) 1.496 x 10"
atmosphere, standard pascal (Pa) 1.013 x 10°
bar pascal (Pa) 1.0 x 10°
barn square meter (m?) 1.0 x 10728
barrel (42 U.S. liquid gallons) cubic meter (m®) 0.1590
Bohr magneton (1) J/T 9.274 x 10~ %
Btu (International Table) joule (3) 1.055 x 10°
Btu (mean) joule (J) 1.056 x 10° -
Btu (thermochemical) joule (J) 1.054 x 10°
bushel . cubic meter (m®) 3.524 x 1072
calorie (International Table) joule (J) 4.187
calorie (mean) joule (J) 4.190
calorie (thermochemical) joule (J) 4.184"
centipoise pascal second (Pa-s) 1.0 x 1073
centistokes square millimeter per second (mm?/s) 1.0
cfm (cubic foot per minute) cubic meter per second (m? /s) 472 x 1074
cubic inch cubic meter (m®) 1.639 x 1073
cubic foot cubic meter (m®) 2.832 x 1072
cubic yard cubic meter (m®) 0.7646
curie becquerel (Bq) 3.70 x 10
debye coulomb meter (C-m) 3.336 x 10730
degree (angle) radian (rad) 1.745 x 1072
"denier (international) kilogram per meter (kg/m) 1.111 x 1077

tex! 0.1111
dram (apothecaries’) kilogram (kg) 3.888 x 1073
dram (avoirdupois) kilogram (kg) 1.772 x 1073
dram (U.S. fluid) cubic meter (m®) 3.697 x 107¢
dyne newton (N) 1.0 x 1075%
dyne/cm newton per meter (N/m) 1.0 x 1073t
electronvolt joule (7) 1.602 x 10~
erg joule (J) 1.0 x 1077
TExact.
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To convert from To Multiply by
fathom meter (m) 1.829
fluid ounce (U.S.) cubic meter (m*) 2.957 x 10~°
foot meter (m) 0.3048"
footcandle lux (Ix) 10.76
furlong meter (m) 2012 x 1072
gal meter per second squared (m/s*) 1.0 x 1072
gallon (U.S. dry) cubic meter (m®) 4405 x 1072
gallon (U.S. liquid) cubic meter (m®) 3.785 x 1073
gallon per minute (gpm) cubic meter per second (m®/s) 6.309 x 1073

cubic meter per hour (m®/h) 0.2271

gauss tesla (T) 1.0 x 1074
gilbert ampere (A) 0.7958
gill (U.S.) cubic meter (m®) 1.183 x 10~*
grade radian 1.571 x 1072
grain kilogram (kg) 6.480 x 1073
gram force per denier newton per tex (N/tex) 8.826 x 10™2
hectare square meter (m?) 1.0 x 104
horsepower (550 ft-1bf/s) watt (W) 7.457 x 10?
horsepower (boiler) watt (W) 9.810 x 10°
horsepower (electric) watt (W) 7.46 x 10*
hundredweight (long) kilogram (kg) 50.80
hundredweight (short) kilogram (kg) 45.36
inch meter (m) 254 x 107
inch of mercury (32°F) pascal (Pa) 3.386 x 10°
inch of water (39.2°F) - pascal (Pa) 2491 x 10?
kilogram-force newton (N) 9.807
kilowatt hour megajoule (MJ) 3.6"
kip newton (N) 4.448 x 10°
knot (international) meter per second (m/S) 0.5144
lambert candela per square meter (cd/ m®) 3.183 x 10°
league (British nautical) meter (m) 5.559 x 10°
league (statute) meter (m) 4.828 x 10°
light year meter (m) 9.461 x 10"
liter (for fluids only) cubic meter (m®) 1.0 x 1073
maxwell weber (Wb) 1.0 x 1078
micron meter (m) 1.0 x 1076*
mil meter (m) 2.54 x 10~
mile (statute) meter (m) 1.609 x 10°
mile (U.S. nautical) meter (m) 1.852 x 10°
mile per hour meter per second (m/s) 0.4470
millibar pascal (Pa) 1.0 x 10?
millimeter of mercury (0°C) pascal (Pa) 1.333 x 10*
minute (angular) radian 2909 x 104
myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2.835 x 1072
ounce (troy) kilogram (kg) 3.110 x 1072
ounce (U.S. fluid) cubic meter (m®) 2957 x 1073
ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m®) 8.810 x 1073
pennyweight kilogram (kg) 1.555 x 1072
pint (U.S. dry) cubic meter (m®) 5.506 x 10~*
pint (U.S. liquid) cubic meter (m®) 4732 x 1074
poise (absolute viscosity) pascal second (Pa-s) 0.10"
pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound force per square inch (psi) pascal (Pa) 6.895 x 10°
quart (U.S. dry) cubic meter (m®) 1.101 x 1073
quart (U.S. liquid) cubic meter (m®) 9.464 x 10™*
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To convert from To Multiply by

quintal kilogram (kg) 1.0 x 10%
rad gray (Gy) 1.0 x 1072
rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 258 x 107*
second (angle) radian (rad) 4.848 x 10~
section square meter (m”) 2.590 x 108
slug kilogram (kg) 14.59
spherical candle power lumen (Im) 12.57
square inch square meter (m?) 6.452 x 10~
square foot square meter (m?) 9.290 x 1072
square mile square meter (m?) 2.590 x 10°
square yard square meter (m%) 0.8361
stere cubic meter (m®) 1.0t
stokes (kinematic viscosity) square meter per second (m?/s) 1.0 x 1074
tex kilogram per meter (kg/m) 1.0 x 10”5t
ton (long, 2240 pounds) kilogram (kg) 1.016 x 10°
ton (metric) (tonne) kilogram (kg) 1.0 x 10*
ton (short, 2000 pounds) kilogram (kg) 9.072 x 10?
torr pascal (Pa) 1.333 x 10?
unit pole weber (Wb) 1.257 x 10”7
yard meter (m) 0.91441

Exact.
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A-DNA

A-DNA was first recognized as a DNA structure using fiber X-ray diffraction analysis. B-DNA can
be converted to A-DNA under conditions of low hydration, and the process is reversible. The A-
DNA double helix is short and fat, with the base pairs and backbone wrapped farther away from the
helix axis (see Fig. 2 of DNA Structure). The base pairs are significantly tilted (~19°) with respect to
the helix axis. The major groove has a very narrow width of ~3 A and a depth of ~13 A, whereas the
minor groove has a broad width of 11 A and a shallow depth of 3 A. The base pairs also display a
minor propeller twist.

There is increasing evidence that A-DNA may play an important role in biological processes such as
protein recognition and transcription regulation, as in the TATA-box sequence bound with the
TATA-box binding proteins (1, 2). There is a sequence-dependent propensity to form A-DNA.
Guanine-rich regions readily form A-DNA, whereas stretches of adenine resist it. The crystal
structures of DNA oligonucleotides having guanine-rich sequences showed a characteristic
intrastrand guanine—guanine stacking interaction in the A-DNA double helix, which may explain the
propensity of these sequences to adopt the A-DNA conformation. Moreover, the packing of the
helices in the crystal lattice revealed a characteristic pattern of the terminal base pairs from one helix
abutting the minor groove surface of the neighboring helix, thus minimizing the accessibility of
solvent to the wide minor groove. Since a low humidity environment favors formation of A-type
helix, the displacement of surface solvent molecules by hydrophobic base pairs provides a driving
force in stabilizing short oligonucleotides in the A-DNA conformation. Recently, it has been
demonstrated that complex ions such as spermine, cobalt(IlI)hexamine, and neomycin can facilitate
the B-DNA to A-DNA transition for DNA containing stretches of (dG), - (dC), sequences.

Finally, the crystal structures of a number of DNA:RNA hybrids, such as the self-complementary r
(GCG)d(TATACGC), showed that DNA—RNA hybrid helices are of the A-DNA type. All the ribose
and 2'-deoxyribose sugars are in the C3'-endo conformation. The 2'-hydroxyl groups of the ribose
are involved in different types of hydrogen bonding to the adjacent nucleotides in the chain.
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abl Oncogenes

The abl gene was first identified as the transforming element of Abelson murine leukemia virus (A-
MuLV), a replication-defective retrovirus that was isolated after inoculating Moloney murine
leukemia virus (M-MuLV) into prednisolone-treated BALB/c mice (1). A-MuLV induces B-cell
lymphomas in vivo and transforms both lymphoid and fibroblastic cells in vitro. The proviral
genome of A-MuLV encodes a single polypeptide chain that is a fusion product of the virally-
derived gag and cell-derived abl sequences (2). Sequence analysis of c-abl sequences revealed that,
like the src gene, the abl gene codes for a tyrosine kinase that also contains the unique, SH3, SH2,
and tyrosine kinase domains (3). Unlike the src gene, however, the abl gene product contains an
additional C-terminal domain whose function is not entirely clear. In addition, the gene product of c-



abl does not contain the negative-regulatory tyrosine residue at its C-terminus. The tyrosine kinase
activity of the c-Abl protein is negatively regulated by its SH3 domain, which is deleted from the v-
abl gene product. Interestingly, it was also found that the v-ab/ gene product contains a point
mutation in its C-terminal sequence, which enhances its tyrosine kinase and transforming activities
(4). Thus, both the v-src and v-abl genes have alterations in their regulatory sequences that result in
the constitutive activation of their tyrosine kinase activities, which correlates with their transforming
function.

Gene mapping studies have established that the c-ab/ oncogene is located on human chromosome
9q34, the location where the break point occurs in the Philadelphia chromosome. The Philadelphia
chromosome is generated when a portion of the c-ab/ gene is translocated to chromosome 22 and is
fused to a portion of the gene called bcr, which itself is disrupted during the translocation process
(Fig. 1). This process results in generating a new gene, called bcr-abl, that has enhanced oncogenic
activity and whose expression leads to the development of leukemia (5, 6). It is interesting to note
that the BCR-ABL gene is structurally similar to the gag-abl gene encoded by the Abelson murine
leukemia virus. Both the gag-abl and bcr-abl genes exhibit high levels of tyrosine kinase activity,
which is essential for their transforming activity.

Figure 1. Generation of the ber-abl oncoprotein by chromosomal translocation. The abl gene in a normal cell, is
located on chromosome 9 and encodes a tyrosine kinase. During malignant transformation of myeloid cells, a portion
of chromosome 9 that contains the abl locus translocates to chromosome 22 at the breakpoint cluster region (bcr) locus
and generates the chimeric ber-abl oncoprotein. Because the translocation results in deleting the sequences that
negatively regulate abl tryosine kinase activity, the fusion protein has constitutive and increased levels of enzymatic
activity.
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The function of c-abl in normal cell growth is not fully established. The c-abl gene codes for two
145-kDa proteins as a result of alternative splicing of the two first exons (see RNA Splicing and
Introns, Exons). This results in synthesizing two proteins that differ in their amino-terminal
sequences. Both forms of c-Abl are found in the cytoplasm and in the nucleus. The c-Abl protein can
bind to DNA and to cell-cycle regulators like the retinoblastoma protein. Recent studies show that
c-abl gene expression is induced during cellular stress caused by agents, such as ionizing radiation
and certain other genotoxic agents. These agents induce the formation of a complex involving c-Abl,
DNA-dependent protein kinase, and Ku antigen (7). The DNA-dependent protein kinase in this
complex is activated by DNA damage and in turn phosphorylates and activates c-Abl. Recent
studies have also shown that c-Abl associates with the product of the ATM gene, which in turn
activates c-Abl in response to ionizing radiation. DNA damage also induces binding of c-Abl to pS3
and contributes to cell-cycle arrest at the G1-phase, which is mediated by p53. Recent studies also
show that the c-Abl protein binds to protein kinase C-6 and phosphorylates the latter, resulting in its
activation and translocation to the nucleus, where it participates in inducing apoptosis (8). Thus, a
substantial amount of evidence gathered in the past few years indicates that c-Abl protein has a
pivotal role in mediating cellular growth arrest and the apoptotic effects that occur during exposure
to ionizing radiation and genotoxic stress.
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Abscisic Acid

1. History

The first evidence for the existence of an acidic inhibitor of coleoptile growth that promoted
abscission and seed maturation dates back to the early 1950s, but it was not until 1963 that abscisic
acid (ABA) was identified by Frederick Addicott and coworkers (1, 2). Addicott's team was studying
compounds that stimulated abscission in cotton fruits and had named the active substances abscisin I
and abscisin II; the latter proved to be ABA. Two other independent efforts also culminated in the
discovery of ABA. A British group headed by Wareing (3) was investigating bud dormancy of
woody plants and called the most active molecule dormin. In New Zealand, van Stevenick (4)
studied compounds that accelerated abscission of flowers and fruits of Lupinus luteus. In 1964, it
became evident that the three groups had discovered the same plant hormone, which was renamed
abscisic acid 3 years later.

2. Biosynthesis and Metabolism

ABA is a universal compound in vascular plants; it is not found in bacteria, but has been reported in
green algae, certain fungi, and mosses (5). ABA is a sesquiterpenoid, with mevalonic acid as a
precursor. In certain fungi, ABA is produced by a direct, C15 pathway from farnesyl pyrophosphate.
In higher plants, ABA is derived from xanthophylls, via an indirect C40 pathway (Fig. 1).
Substantial progress in understanding the ABA biosynthetic pathway has been achieved by a
combination of molecular and genetic techniques, primarily on mutants in Arabidopsis thaliana, Zea
mays, Nicotiana plumbaginifolia, and tomato. Arabidopsis mutants impaired in ABA biosynthesis
were isolated on the basis of their lack of seed dormancy due to ABA deficiency and their ability to
overcome a gibberellin requirement for germination, which allowed them to germinate in the
presence of inhibitors of gibberellin biosynthesis or in a gibberellin-deficient background (6, 7).
ABA-deficient mutants show a wilty phenotype when subjected to water stress.

Figure 1. ABA biosynthesis in higher plants. Steps mediated by ABA1, ABA2, and ABA3 in Arabidopsis and by
VP14 in Zea mays are indicated. (Adapted from Ref. 19.)
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Mevalonic acid is converted to farnesyl pyrophosphate, a C15 compound, via several intermediates
(Fig. 1). The subsequent conversion of farnesyl pyrophosphate to zeaxanthin, a C40 carotenoid,
again involves multiple steps (8). A number of viviparous (vp) mutants of maize identify loci
corresponding to these early conversions. The transformation of zeaxanthin to all-trans-violaxanthin
consists of two epoxidations at the double bonds in both cyclohexenyl rings, with antheraxanthin as
an intermediate. The abal mutant impaired in zeaxanthin epoxidase activity has been characterized
biochemically in Arabidopsis (6, 9, 10). The N. plumbaginifolia ABA2 gene encoding zeaxanthin
epoxidase was recently cloned by transposon tagging (11). The gene encodes a chloroplast-imported
polypeptide chain with similarity to bacterial monooxygenases and oxidases. When the Nicotiana
ABA?2 gene was expressed in Escherichia coli heterologously, the protein was shown to catalyze both
epoxidations in vitro. Moreover, the complementary DNA (cDNA) complemented both the N.




plumbaginifolia aba2 mutant and the Arabidopsis abal mutant. The ortholog in Arabidopsis (ABAI)
was cloned by homology with Nicotiana ABA2 (11). Although presumably a null allele, the
Nicotiana aba2 mutant retains up to half the ABA content of wild type in the absence of water stress.
This characteristic might indicate the existence of a secondary biosynthetic pathway for ABA.

Downstream of all-frans-violaxanthin, two isomerizations yield 9'-cis-neoxanthin.

The subsequent oxidative cleavage with xanthoxin as a product is thought to be the rate-limiting step
in ABA biosynthesis (12, 13). A gene that most probably encodes the enzyme performing this
reaction was cloned from maize, and by homology also from Arabidopsis (VP14) (13). Its
overproduction in E. coli indicated that VP14 is probably a member of a novel class of dioxygenases.

Xanthoxin is subsequently converted to ABA-aldehyde by oxidation and isomerization. Biochemical
analysis indicates that the Arabidopsis aba2 mutant is blocked at this step in the pathway (7, 14). A
final oxidation, catalyzed by ABA-aldehyde oxidase, produces ABA. Mutants in this step have been
identified in several species (8). The Arabidopsis aba3 mutant lacks several aldehyde oxidase
activities that require a molybdenum cofactor (14). Yet the mutation blocks modification of the
mobybdenum cofactor, rather than impairing the activity of the apoprotein. Cloning of the AB42 and
ABA3 genes should provide further clues as to the regulation of ABA biosynthesis in these final
steps.

Metabolism of ABA is mainly to phaseic acid, dihydrophaseic acid, and their respective conjugates
(15, 16). Direct conjugation of ABA to an ABA glucose ester, or an ABA-b-glucopyranoside, can
also occur. Conjugation of ABA does not lead to its storage, probably because it is irreversible and
yields unstable compounds. With the exception of phaseic acid, none of the metabolites carries
biological activity (16).

3. Signal Perception and Transduction

Insight into the molecular basis of ABA responses was gathered by a combination of molecular-
genetic, biochemical, and electrophysiological studies (12, 17-20). Currently, little is known about
the perception of ABA, despite numerous efforts to isolate ABA receptors using different approaches
(20). Two groups of mutants, ABA-insensitive and ABA-hypersensitive, have largely contributed to
the understanding of ABA signal transduction. Whereas the five abscisic acid-insensitive (abi)
mutants of Arabidopsis were identified by their ability to germinate on inhibiting concentrations of
ABA (21, 22), the three enhanced response to ABA (era) mutants showed an increased dormancy in
the presence of low ABA concentrations, compared to wild type (23). Besides their effects on seed
development and dormancy, these mutants show altered responses to drought adaptation. The abi
mutants differ from the above-mentioned aba mutants, because they do not have reduced
endogenous ABA content and their phenotype cannot be reverted by exogenously supplied ABA.
The characterization of abi mutants revealed that at least two ABA-response pathways exist: one
primarily active in vegetative tissues, involving ABI1 and ABI2, and a second one operating
predominantly during seed development and involving ABI3, ABI4, and ABI5 (19). Genes
corresponding to four loci have been cloned. 4B/ and ABI2 encode highly homologous
serine/threonine kinases and phosphatases 2C (24-26). These phosphatases might act in a
phosphorylation/dephosphorylation cascade, as the protein phosphatase activity of recombinant
ABII1 has been demonstrated in vitro (27). The functions of ABI1 and ABI2 are partially redundant
(25). ABI3 encodes a putative transcription factor that acts mainly during seed development and is
the ortholog of VPI in maize (28-30). The suggested function of ABI3 consists of either activating
the maturation program or preventing germination (30, 31). Finally, the predicted amino acid
sequence of ERA1 shares similarity with the b-subunit of farnesyl transferases. In yeast and
mammalian systems, this enzyme is known to modify signal transduction proteins for membrane
anchoring (23). In wild-type Arabidopsis, ERAL1 is proposed to modify a negative regulator of ABA
signaling.

The current model of ABA signal transduction integrates ABI1/ABI2-dependent cascades in both



seeds and vegetative tissues (Fig. 2). These cascades interact with the ABI3 protein in seeds only,
because ABI3 is expressed exclusively in seeds (32). The role of ABI3 is not confined to ABA
signaling (19); it is also thought to mediate developmental signals. This role is supported by the seed
phenotype of abi3, which is more complex than that of abil, abi2, or abal mutants (19). The
evidence that VP1 can also regulate transcription independently of ABA further supports the
possibility of a less strict limitation of ABI3 to ABA signaling (33, 34). The same holds true for
ABI4 and ABIS (2).

Figure 2. A model for ABA signal transduction.
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Intermediates in the ABA transduction chain were revealed by microinjection of putative second
messengers into hypocotyl cells of the aurea mutant of tomato (35). Following injection of ABA-

inducible KIN2 and RD294 promoters linked to b-glucuronidase, coinjection of either Ca’", cyclic
ADP-ribose (cADP), ADP-ribosyl cyclase, or inositol (1,4,5)-triphosphate (IP;) (see Calcium

Signaling) resulted in expression of the ABA-inducible genes in the absence of ABA, implying that

cADP ribose, a Ca2+-mobilizing second messenger, is involved in ABA responses. At present, it is
difficult to integrate these data into the current model for the ABA signal transduction pathway (19).
Electrophysiological studies (voltage clamp or patch clamp) on the ABA-insensitive mutants abil
and abi2 have clearly shown an altered ion channel behavior in their stomatal guard cells and
provided further evidence that phosphorylation/dephosphorylation cascades are involved in ABA
signaling (36, 37).

Given the power of mutational approaches to identify signal transduction components, several
groups are currently aiming at the identification of additional ABA signal transduction factors,
exploiting novel screening procedures in Arabidopsis (12). At least eight growth control via ABA
(gca) loci have been identified on the basis of their insensitivity to ABA inhibition of root growth
(38). Furthermore, a freezing sensitive (frs1) mutant with a wilty phenotype appeared to be nonallelic
to other ABA-deficient or -insensitive mutants of Arabidopsis (39). Other screens employ
transgenic lines carrying chimeric promoter-luciferase constructs with promoters derived from
ABA-responsive genes. Putative mutants are identified by aberrant expression of these genes in the
mutagenized progeny (40). The identification of intragenic or extragenic enhancers and suppressors
of known signaling components is yet another alternative.



Whereas part of the ABA signaling pathway is well established in seeds and stomatal guard cells, the
implications of ABA signaling in the function of the vegetative meristem remain to be clarified.
Furthermore, it will be most interesting to characterize the regulatory influence of light on ABA
signaling, as well as the crosstalk with gibberellins, which are known to counteract ABA in many
physiological processes (5).

4. Downstream Targets

Of all the plant hormones, ABA is probably best known from the point of view of responsiveness at
the target gene level. ABA-responsive genes encode proteins with diverse functions and are often
induced under water stress (drought, salinity, low temperature). It is important to mention, however,
that certain water stress-related genes are independent of ABA (17, 18). ABA-responsive genes can
be classified into two groups. Primary ABA response genes are rapidly induced and are independent
of protein biosynthesis, implying that frans-acting factors controlling these genes are under post-
translational control. A second class of ABA response genes consists of those that require the
expression of other genes.

Cis-acting and trans-acting elements involved in ABA induction of gene expression have been
studied extensively, often in relation to water stress (17, 18). A bipartite model for regulation of
transcription of the primary response genes is proposed, as for the barley HVA1 and HVA22 genes
(41, 42). The specificity of ABA responsiveness relies on the combination of an ABA response
element (ABRE) and a coupling element. The ABRE has a consensus sequence (PyACGTGGC)
that contains a G-box core sequence and has been shown to interact with bZIP factors (eg, wheat Em
gene-binding protein EmBP-1) (43). A set of unique coupling elements would provide specificity in
ABA response at the level of individual genes. In addition, in the case of Em induction, it has been
demonstrated that a conserved domain of 18 amino acid residues of the VP1 protein enhances DNA-
binding activity of the EmBP-1 bZIP factor, thereby acting as a DNA chaperone (44). A yeast two-
hybrid system screen was used to identify proteins that interact specifically with VP1 on the
promoter of the Em gene. One such protein was related to 14-3-3 proteins (45) and thus may help to
stabilize and/or activate the regulatory complex at the Em promoter (20).

ABREs are not the only cis elements that confer ABA responsiveness. Both in the case of seed
desiccation and in water stress conditions, other promoter elements can be involved. For example,
ABA responses can be mediated in conjunction with the Sph box in germination-specific promoters.
A direct interaction between the Sph box and a 140-residue conserved domain in the C-terminal
region of VP1 has been demonstrated (46).

The second pathway for ABA-dependent gene expression requires protein biosynthesis, exemplified
by the Arabidopsis ABA-inducible RD22 gene. A 67-bp region in the promoter of this gene contains
conserved motifs for MYC and MYB factor binding (47) (see Oncogenes, Oncoproteins). Factors
binding to these promoter elements (RD22BP-1 and ATMYB2) were shown to activate transcription
of RD22 in transient transactivation assays (48). Cooperative binding of these factors has been
proposed to control ABA-dependent expression of RD22.

One of the challenges for the future consists in making the link between the ABA-induced proteins
and the tissue- and development-specific physiological responses, summarized below.

5. Effects

Although abscission was originally considered to be a process regulated by ABA, and the hormone
was named accordingly, it is now clear that ethylene is the primary factor controlling abscission.
Nevertheless, ABA also plays a key role in such diverse plant growth and developmental processes
as seed maturation, germination, root growth, and stomatal closure (5). Stomatal movements involve
changes in ion fluxes that occur very rapidly in response to ABA and do not require gene expression.



Furthermore, ABA is a major stress signal orchestrating responses to dehydration stress, including
water stress induced by drought and high-salt concentration as well as by low-temperature
conditions.
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Absorption Spectroscopy

Light in the ultraviolet (UV) and visible (vis) range of the electromagnetic spectrum shows an
energy that is equivalent to about 150 to 400 kJ/mol. Light with the appropriate energy is used to
promote electrons from the ground state to an excited state. The absorption of energy from the
incident light as a function of its wavelength is measured in absorption spectroscopy. Molecules with
electrons that participate in delocalized aromatic systems often absorb light in the near-UV or visible
region.

Absorption spectroscopy is usually performed on solutions of molecules in a transparent solvent. The
absorbance of a solute depends linearly on its concentration, and therefore absorption spectroscopy is
ideally suited for quantitative measurements. The spectral properties of a molecule depend on the



molecular environment and the mobility of its chromophores. Absorption spectroscopy and
difference spectroscopy (see Difference Spectroscopy) are therefore well-suited to follow enzyme-
catalyzed reactions, ligand binding, and conformational transitions in proteins and nucleic acids.
Spectroscopic measurements are very sensitive, nondestructive, and require only small amounts of
material for analysis. Spectrophotometers are standard laboratory equipment, and the measurement
of absorbance is technically simple.

1. Absorbance of Proteins

In proteins, the peptide bond absorbs light in the range of 180 to 230 nm (which is called the “far-
UV’ range). The aromatic residues, tyrosine (Tyr), tryptophan (Trp), and phenylalanine (Phe),
also absorb light in this region and, in addition, show bands near 260 to 280 nm (in the “near-UV™).
Disulfide bonds absorb weakly near 260 nm. Some protein cofactors, such as the heme group, show
absorbance in the visible range. When the peptide groups and aromatic residues are part of an
asymmetric structure, or when they are immobilized within an asymmetric environment (as in folded
proteins), left- and right-handed circularly polarized light is absorbed to different extents. This
phenomenon is called circular dichroism (CD).

Spectra of the aromatic amino acids and model proteins are found in (1). In the near-UV, the molar
absorbance of a phenylalanine residue is much smaller than that of a tyrosine or a tryptophan, and
the spectrum of a protein between 240 and 300 nm is therefore dominated by the contributions from
the Tyr and Trp side-chains. Phe residues contribute fine structure (“wiggles”) to the spectrum
between 250 and 260 nm. The aromatic amino acids do not absorb above 310 nm, and therefore
protein absorbance should be zero at wavelengths greater than 310 nm. Proteins without Trp residues
do not absorb above 300 nm (see Fig. 1c).

Figure 1. Ultraviolet absorption spectra of (a) the wild-type form and (c¢) the Trp59Tyr variant of RNase T,. The

spectra of the native proteins (in 0.1 M sodium acetate, pH 5.0) are shown by the continuous lines. The spectra of the
unfolded proteins (in 6.0 M GdmCl in the same buffer) are shown by broken lines. The difference spectra between the
native and unfolded forms are shown in (b) and (d). Spectra of 15 pM protein were measured at 25°C in 1-cm cuvettes
in a double-beam instrument with a band width of 1 nm at 25°C. The spectra of the native and unfolded proteins were
recorded successively, stored, and subtracted. From Ref. 1.
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A fraction of the aromatic residues are buried in the hydrophobic core of a native, folded protein
molecule (see Protein Structure). When these residues become exposed to the aqueous solvent upon
unfolding, their absorption is shifted slightly to shorter wavelengths. This is clearly seen for two
forms of ribonuclease T, (Figs. 1a and 1¢). The difference spectra in Figures 1b and d show that the

maximal differences in absorbance occur in the 285 to 295 nm region. The difference spectrum for
the form without a Trp residue (Fig. 1d) shows a prominent maximum at 287 nm. It is typical for
proteins that contain Tyr residues only. The form with a single Trp residue (Fig. 1b) shows
additional shoulders between 290 and 300 nm in the difference spectrum. They originate from the
single Trp residue of this protein. The differences in the absorption spectra between the native and
unfolded state of a protein are generally small, but they can be determined with good accuracy and
are extremely useful for monitoring conformational changes of a protein.

Spectroscopic methods are, in general, the methods of choice (i) to investigate changes in the
behavior of a protein under different solvent conditions, and (ii) to compare the properties of related
molecules, such as homologous or mutated forms of a protein. In addition, they are widely used to
measure protein stability and to follow structural transitions such as unfolding and refolding under a
variety of conditions. Absorbance changes during fast reactions that occur in the milliseconds range

can be followed by using rapid mixing techniques, such as in stopped-flow spectrometry (see
Kinetics).




2. Absorbance of Nucleic Acids

Nucleic acids show a strong absorbance in the region of 240 to 275 nm. It originates from the = —
n* transitions of the pyrimidine and purine ring systems of the nucleobases. The bases can be
protonated, and therefore the spectra of DNA and RNA are sensitive to pH. At neutral pH, the
absorption maxima range from 253 nm (for guanosine) to 271 nm (for cytidine), and therefore
polymeric DNA and RNA show a broad and strong absorbance near 260 nm.

In native DNA, the bases are stacked in the hydrophobic core of the double helix, and therefore their
absorbance is considerably decreased relative to the absorbance of single-stranded DNA, and even
more so relative to oligonucleotides. This phenomenon is called hypochromism. It is widely used to
follow the melting of DNA double helices.

3. Absorbance to Determine Concentrations

Absorbance measurements are the methods of choice to determine the concentration of proteins or
nucleic acids in solution. Spectrophotometers are standard laboratory equipment, and absorbance can
be measured quickly and accurately. The absorbance A is related with the intensity of the light before
I, and after / passage through the protein solution by Equation 1, and the absorbance depends

linearly on concentration, according to the Lambert—Beer relationship (Eq. 2):

A= —log,o(I/Io) (1)

A=egxe=l (2)

where c is the molar concentration, / the pathlength in cm, and # the molar absorption coefficient.
The concentration of a substance in solution can be determined very rapidly and accurately from its
absorbance by using Equation 2. The measurement of absorbance values greater than 2 should be
avoided, because only 1% of the incident light is transmitted through a solution with an absorbance
of 2 (and is quantified by the photomultiplier). The value of e can be determined by a number of
experimental techniques (2) or can be calculated for proteins by adding up the contributions of the
constituent aromatic amino acids of a protein (2, 3).

The absorbance of nucleic acids does not vary much. The concentrations of nucleic acids in solution
are routinely determined from the absorbance at 260 nm. In fact, amounts of nucleic acid are often
given as “A,, units.” For double-stranded DNA, one 4, unit is equivalent to 50 pg DNA; for

single-stranded DNA, it is equivalent to 33 pg DNA; for single-stranded RNA, it is equivalent to
40 ug RNA. All these amounts would produce an 4, ¢, of 1 when dissolved in 1 mL and measured in

a 1-cm cuvette. Proteins absorb much more weakly than nucleic acids. In a 1:1 mixture of nucleic
acids and proteins, the proteins contribute only about 2% to the total absorbance at 260 nm.
Consequently, these quantities of contaminating protein hardly affect the concentrations of nucleic
acids measured by 4.

4. Absorbance Spectrophotometers

Absorbance is measured by a spectrophotometer. Spectrophotometers consist usually of two light
sources: a deuterium lamp, which emits light in the UV region, and a tungsten/halogen lamp for the
visible region. After passing through a monochromator (or through optical filters), the light is
focused into the cuvette, and the amount of light that passed through the sample is detected by a
photomultiplier or photodiode. In diode array spectrophotometers, the sample is illuminated by the
full lamp light; after passage through the cuvette, the transmitted light is spectrally decomposed by a



prism into the individual components and quantified by an array of diodes, often in intervals of 2 nm.
In diode array spectrometers, the entire spectrum is recorded at the same time and not by a time-
dependent scan as in conventional instruments. This is of advantage for measuring time-dependent
changes at several wavelengths simultaneously (see Kinetics).

5. Buffers for Absorbance Spectroscopy

Good buffers for measuring difference spectra ideally should not absorb light in the wavelength
range of the experiment. For work in the near-UV, buffer absorbance should be small above 230 nm,
and indeed most of the solvents commonly used in biochemical experiments do not absorb in this
spectral region (1). Buffer absorbance is a major problem, however, in the far-UV region below

220 nm, because buffers that contain carboxyl and/or amino groups absorb light in this wavelength
range. Buffers with negligible absorbance in the far-UV include phosphate, cacodylate, and borate.
Detailed procedures for the measurement of difference spectra are found in Ref. 1.
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Acceptor Stem

The acceptor stem is the site of attachment of amino acids to transfer RNA (tRNA). It is formed by 7
base pairs and has 4 single-stranded nucleotides. Nucleotides 1 to 7 from the 5’ end of the tRNA base
pair with nucleotides 72—66, respectively, from the 3’ end of the molecule. Whereas the 5’ end of the
RNA has a monophosphate group, the 3’ end contains a 3'-hydroxyl group, which is the site of
esterification to the amino acid. The four 3'-end single-stranded nucleotides include residue 73, the
discriminator base and the well-conserved nucleotides C74, C75, A76, the 3'-CCA sequence. In the
three-dimensional structures of tRNA, the acceptor stem is stacked on the T arm, forming the
acceptor “branch” of the L-shaped RNA fold (see Fig. 1 of Transfer RNA). The acceptor branch
usually forms a regular A-type double helix, with the four single-stranded nucleotides extending in a
regular helical continuity. In tRNA-like domains of some viruses, the acceptor stem is formed by a
single RNA chain that folds into a helix due to the presence of a pseudoknot (1).



Specific aminoacylation of tRNA by their cognate aminoacyl-tRNA synthetases is dependent on the
presence of a series of identity elements. Limited in number, these elements are preferentially
located in the anticodon loop and in the acceptor stem (2-4). Residue 73, next to the CCA end, is
called the “discriminator” base. The hypothesis that it contributes to discrimination of tRNA by
cognate aminoacyl tRNA synthetases (5) has been largely confirmed. Residue 73 contributes
strongly to specific aminoacylation of 17 different Escherichia coli tRNAs (6). It is the element

making the major thermodynamic contribution toward aminoacylation of E. coli tRNASYS, E. coli

tRNAHIS yeast (RNAHS and E. coli tRNALY. Replacement of A73 to G73 in human tRNASe"
converts it to a tRNA for isoleucine (7). The crystallographic structures of two tRNA-cognate
synthetase complexes suggests two possible mechanisms by which the discriminator base contributes
to aminoacylation specificity. One is a direct mechanism, involving direct hydrogen interactions with
the synthetase. The other is an indirect mechanism that confers a conformational change to the

acceptor end of the tRNA to facilitate aminoacylation. In the complex of yeast tRNAASP/ aspartyl-
tRNA synthetase, nucleotide G73 fits into the active site, forming hydrogen bond interactions with
side chains of the synthetase. It does not cause a conformational change in the acceptor stem (8).

Alternatively, the 2-amino group of G73 of E. coli tRNAGI hydrogen bonds with the phosphate

oxygen of the previous nucleotide, folding the backbone of G73 back toward the 3’ end of the tRNA.
The formation of this fold-back hairpin enables the synthetase to open the first base pair of the
acceptor stem and reach the second and third base pairs for specific interactions (9). In both
complexes, additional contacts exist between the enzyme and the acceptor stems of the tRNA. The

aspartyl-tRNA synthetase interacts with the tRNAASP acceptor stem via the major groove of the
RNA helix, whereas glutaminyl-tRNA synthetase interacts via the minor groove.

Acceptor stem identity-element nucleotides, as well as additional structural features, are important
for synthetase recognition. Alanyl-tRNA synthetase is sensitive to both the exocyclic NH, group of

G3 and local conformation of the helix due to structural characteristics of the G-U wobble pair (10-
13). Alanine acceptance by alanyl-tRNA is modulated by additional signals within the acceptor stem,
namely, A73, G1-C72, G2-C71 and G4-C69. The 5’ end of histidine-specific tRNA has an additional
nucleotide, residue number —1, which is a guanosine. This nucleotide, opposite the discriminator
base, does form a base pair with the discriminator in many, but not all, histidyl-tRNA. This —1
guanosine is the major histidine identity element. Its influence is complemented by base pairs U2-
A71 and G3-C70. Base pairs 1-72, 2—71, 3—70, and/or 4—69 contribute to aminoacylation in several
cases. Glutamine identity requires a weak 1-72 base pair, G2-C71, G3-C70, in addition to signals
elsewhere in the tRNA. Glycine identity is dependent on C2-G71, G3-C70 sequences, and serine
identity involves G2-C71, among other signals. Methionine identity is based on the presence of A73,
G2-C71, C3-G70, in addition to the CAU anticodon.

At the three-dimensional level, tRNA molecules fold into a two-domain L-shaped structure with the
amino acid acceptor terminus and the anticodon at opposite ends. Minihelices (small RNA molecules
containing only part of a tRNA) that mimic the amino acid acceptor domain, specifically, the
acceptor stem stacked on top of the TY stem, have been shown to be useful tools for determining the
contribution of the acceptor stem to tRNA function (14, 15). Minihelices containing the identity
elements from a tRNA are efficient substrates for its cognate aminoacyl-tRNA synthetases. Thus,
alanyl-tRNA synthetase, glycyl-tRNA synthetase, and histidyl-tRNA synthetase aminoacylate
minihelices efficiently. Minihelices containing partial identity sets of six additional tRNAs are
specific substrates for their cognate synthetases. Since identity elements are located very close to the
CCA end, minihelices may be reduced in size to microhelices, consisting only of the amino acceptor
stem closed by a loop and remain active. The smallest substrate for an aminoacyl-tRNA synthetase is
derived from yeast tRNAASP and consists of only 14 nucleotides. There are three base pairs closed
by a tetraloop, plus the discriminator base and the CCA sequence (16). Double-stranded RNA
duplexes and RNA/DNA heteroduplexes may also be aminoacylated (15).



The aminoacylation efficiency of minihelices is generally reduced significantly compared to that of
the corresponding full-length tRNA. The amino acid charging is, however, very specific and depends
on just a few nucleotides. These minimal RNA substrates are devoid of the anticodons that read the
genetic code and provide the link between amino acid and codon. Since the relationship between the
sequences and structures of the minisubstrates and the specific amino acids is maintained, there
appears to be an operational RNA code for primitive aminoacylation. This operational code may be
the primitive code from which the contemporary genetic code evolved (17-20)

Acceptor stem properties are important for tRNA recognition by proteins other than synthetases.
Aminoacylated initiator tRNA in prokaryotes is a substrate for a methionyl-tRNA transformylase

that converts rnethionyl—tRNAMet to formylmethionine tRNAMet, Recognition of initiator tRNA by
the formylase depends on the presence of methionine. Sequence and/or structural elements in the
tRNA that are important for formylation by methionyl-tRNA transformylase are clustered at the end
of the acceptor stem (21). The key determinants appear to be a mismatch or a weak base pair
between nucleotides 1 and 72, a G-C base pair between nucleotides 2 and 71, and a C-G or, less
preferably, a G-C base-pair between nucleotides 3 and 70. Mutations at G4-C69 also affect
formylation kinetics slightly. In addition to the positive elements A73, G2-C71, C3-G70, and G4-
C69, the occurrence of a G-C or a C-G base pair between positions 1 and 72 acts as a major negative
determinant for the formylase. Formylation is a prerequisite for interaction with initiation factor IF2,
which delivers the initiator tRNA to the P site of the ribosome. Special structural features within the
acceptor stem of eubacterial initiator tRNA contribute to their discrimination from elongator tRNA.
They lack a Watson—Crick base pair between nucleotides 1 and 72 at the end of the acceptor stem.
Eukaryotic initiator tRNA almost always has an A1-U72 pair, a feature not found in eukaryotic
elongator tRNA.

A high-resolution X-ray crystallography structure of the ternary complex, formed by aminoacylated

yeast tRNAPhe, elongation factor Tu from Thermus aquaticus, and an analog of GTP, revealed
numerous contacts between the protein and the acceptor stem of the tRNA (22). These contacts
include specific interactions with residue A76, with phosphates 74, 75, 67, 64, 3, and with riboses 2,
3, 63, 64, 65 along the acceptor stem and the T stem.

The stability of the 1-72 base pair also governs the degree of sensitivity of a peptidyl-tRNA to
peptidyl-tRNA hydrolase. This enzyme converts the peptidyl-tRNA of N-acetylaminoacyl-tRNA into
free tRNA plus peptides or N-acetyl amino acids. It is believed to play a role in the translational
apparatus through the recycling of free tRNA from immature peptidyl-tRNA created by abortive
protein synthesis (23).

The acceptor stem also contains specific information required during synthesis of the tRNA.
Ribonuclease P, an enzyme that removes extra nucleotides from the 5’ end of tRNA during tRNA
biosynthesis, recognizes the -74CCA76- sequence in addition to nucleotides within the TY loop.
Moreover, this enzyme locates its cleavage site by “measuring” the length of the helix formed by the
amino acid acceptor stem fused to the TY stem. Processing at the 3’ end of the tRNA, as well as the
addition and repair of the conserved CCA sequence by ATP(CTP)-tRNA nucleotidyltransferase,
requires information within the acceptor stem. This enzyme interacts with tRNA at the corner of the
structure, where the T and D loops interact, and extends that interaction across the aminoacyl stem to
the 3' end (24, 25).
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Accessible Surface

The surfaces of folded macromolecules, especially proteins, and the internal packing of their atoms
have generally been analyzed using the procedure of Lee and Richards (1). The cross section of part
of the surface of a native protein is depicted in Figure 1, which demonstrates a number of different
surfaces and volumes (see Protein Structure). The van der Waals surface is defined by the spherical
atoms that comprise the structure, but it is not very relevant to a folded macromolecule like a protein,
where internal atoms and cavities are normally inaccessible to the solvent.

Figure 1. Schematic representation of possible molecular surface definitions. (a) A two-dimensional section through



part of the van der Waals envelope of a hypothetical protein including 12 atoms with the centers numbered 1-12. R,

and R, show the radius of the probes. (b) Superposition of sections through the van der Waals and accessible surfaces

of ribonucrease S. In places, the accessible surface is controlled by atoms above or below the section shown. The solid
outline is the surface of carbon and sulfur atoms; the dashed outline nitrogen and oxygen. The arrow indicates a cavity
inside the molecule large enough to accommodate a solvent molecule with a radius of 1.4 A [Taken from F. M.

Richards (1977) Ann. Rev. Biophys. Bioeng. 6, 151-176; B. Lee and F. M. Richards (1971) J. Mol. Biol. 55, 279-400.]
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The most relevant surface is the accessible surface, which is defined by its contact with molecules of
the solvent. This surface is defined by rolling a spherical probe of appropriate radius R, on the

outside of the molecule, while maintaining contact with the van der Waals surface. For most



purposes, the appropriate probe is a water molecule. The accessible surface is that depicted by the
center of the probe as it moves over the surface of the protein. In Figure 1 the probe does not contact
atoms 3, 9, or 11, and they have no accessible surface area. Such atoms are considered to be interior
atoms, not part of the surface of the molecule. Those parts of the van der Waals surface in contact
with the surface of the probe are designated the contact surface; they comprise a series of
disconnected patches. When the probe is simultaneously in contact with more than one protein atom,
its interior surface defines the reentrant surface. The contact surface and reentrant surface together
make a continuous surface, which is defined as the molecular surface.

The accessible surface area depends on the size of the probe. When the radius of the probe increases
from R, to R,, the number of noncontact or interior atoms in Figure 1 increases from three to eight,

and the accessible surface is much smoother. Thus, the smaller the probe, the larger the number of
features that will be revealed. The probe is frequently taken to be a water molecule and
approximated as a sphere with a radius of 1.4 A. The accessible surface areas of individual amino
acid residues are given in Table 1.

Table 1. Accessible Surface Areas of Amino Acid Residues

Residue Accessible surface area” (AZ)

Ala 113
Arg 241
Asn 158
Asp 151
Cys 140
Gln 189
Glu 183
Gly 85
His 194
Ile 182
Leu 180
Lys 211
Met 204
Phe 218
Pro 143
Ser 122
Thr 146
Trp 259
Tyr 229
Val 160

* Values estimated for a Gly-X-Gly tripeptide in an extended conformation (3).

The structures of protein determined by X-ray crystallography indicate that the total accessible




surface area 4 ; of a protein is approximately proportional to the two-third power of its molecular

weight. The 4, (in Az) of a typical small monomeric protein is usually related to its molecular
weight M, by the approximate relationship (2)

A, = 6.3M0T (1)

w
For oligomeric proteins

A, = 5.3M07 (2)
These equations are usually accurate to within £4% on average for monomers and 5% for oligomers.

Equations 1 and 2 imply that an oligomeric protein has a larger accessible surface area (by 7 to 13%)
than a monomeric protein of the same molecular weight in the molecular weight range up to 35,000.

For an unfolded polypeptide chain, the total accessible surface area 4, in an extended conformation

is directly proportional to its molecular weight, within +3%

Ay = 145M,, 3)

Thus, for those proteins whose accessible surface area is given by Equation 1, the potential surface
area buried by the protein's folding 4, will be approximately given by

Ay = 1.45M,, — 6.3M273 4)

This indicates that 55 to 75% of the surface area of the unfolded polypeptide chains is buried in the
folding process.

The methodology of Lee and Richards (1) is also applicable to the calculation of the accessible
surface area of nucleic acids (4). Two-thirds of the water-accessible surface area become buried on
double-helix formation of DNA and RNA. When a probe corresponding to a single water molecule
is used, the total accessible surface area is similar for A-DNA and B-DNA, although marked
differences appear in the major and minor groove exposures. For the larger probes, there exist
considerable differences in accessible surface area between the two conformations.
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Acentric Fragment

Fragments of chromosomes that lack centromeres are described as acentric fragments (Fig. 1). They
are formed as a result of chromosomal damage. Lacking a centromere, there is no means of



attachment to the mitotic spindle, which leads to a failure to segregate replicated chromatids in the
acentric fragments to the daughter cells during cell division. Therefore, the acentric fragments are
normally lost from most cells with progressive cell cycles. The breakage of the chromosome that
separates the acentric fragment from the remainder of the chromosome containing the centromere
can be a result of either inherent chromosomal fragility, radiation damage, or defective DNA repair
mechanisms.

Figure 1. (a) A mitotic chromosome is shown with a fragile site, indicated. (b) Mitosis can create forces that break the
chromosome at the fragile site, creating a residual chromosome that contains the centromere and an acentric fragment
as indicated.
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Chromosome fragile sites lead to acentric fragments in humans. The majority of recurrent cancer
chromosome breakpoints are found at fragile sites (1). These breakpoints may promote oncogenic
rearrangements and translocations. Chromosomal fragile sites can be induced by growing cells under
abnormal conditions, by the addition of drugs or chemicals, and by infection with viruses. Fragility
seems to be a consequence of incomplete compaction of the chromatin. A more open and accessible
chromatin structure might explain the tendency of these sites to break, to recombine with other
chromosomal regions, and to be sites of viral integration (2). A fragile site associated with a form of
inherited mental retardation known as fragile X mental retardation has been characterized in some
detail (5). A gene called FMR-1 (fragile X mental retardation gene 1) is present in the fragile site.
This gene contains within it a trinucleotide repeat of CGG. A normal individual has between 6 and
50 of these trinucleotide repeats. Individuals with fragile X syndrome contain expansions of these
repeat sequences such that they have several hundred CGG triplets. This expansion leads to
chromosome fragility, to inactivation of FMR-1 gene expression, and to methylation of regulatory
DNA within the gene. The expansion of the CGG trinucleotide sequences is associated with the
assembly of an aberrant chromatin structure (3).

Defective chromosomal repair mechanisms lead to a much higher number of chromosomal breaks
and translocations than found in normal cells. This high degree of chromosomal damage can
eventually lead to malignancy. For example, in Bloom's syndrome there is a very high rate of sister
chromatid exchange, and in Fanconi's anemia and ataxia telangiectasia there is a high incidence of
chromosomal breakage and rejoining, leading to multicentric chromosomes and acentric fragments.
Individuals with these syndromes are especially sensitive to environmental insults, such as chemical
mutagens and ionizing radiation, which further increase chromosomal damage (4). Detection of
acentric fragments is diagnostic of serious abnormalities in chromosomal metabolism.
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Acetyl Coenzyme A

Acetyl coenzyme A (acetylCoA ) consists of a two-carbon activated acetyl unit attached to
coenzyme A in thioester linkage. AcetylCoA is central to energy generation from the degradative
pathways of oxidative fuel metabolism and to a number of biosynthetic pathways that utilize the
activated two-carbon acetyl unit. In aerobic cells, it is the product of all the major catabolic pathways
of fuel metabolism, including b- oxidation of fatty acids, ketone body degradation, glycolysis and
pyruvate oxidation, ethanol oxidation, and the oxidative degradation of many amino acids. The two-
carbon acetyl unit of acetylCoA formed from these pathways can be completely oxidized to CO, in

the tricarboxylic acid cycle (TCA cycle), thus providing aerobic cells with energy from the complete
oxidation of fuels. The acetyl unit of acetylCoA is also the basic building block of fatty acids,
cholesterol, and other compounds, and it can be transferred to other molecules in acetylation
reactions (eg, synthesis of N-acetylated sugars).

1. Structure

The ability of acetylCoA to participate in these diverse metabolic pathways is derived from the
thioester bond formed between the acyl carbon of the acetyl unit and the sulthydryl group of
coenzyme A (CoASH) (Fig. 1). Because sulfur does not share its electrons, the carbonyl carbon of
the thioester bond carries a more positive partial charge than that of an oxygen ester, and electrons
are pulled away from the C-H bonds of the terminal methyl group. This distribution of charge
facilitates nucleophilic attack at the carbonyl carbon and enhances the ability of the terminal methyl
carbon to act as an electrophilic agent in condensation reactions. The acetylCoA thioester bond is a

high energy bond, with a DG’ for hydrolysis of —32.2 kJ/mol. Transfer of the acetyl unit to other
molecules, therefore, usually occurs with the release of energy.

Figure 1. Structure of acetyl coenzyme A (acetyl CoA).
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2. Formation of AcetylCoA in Oxidative Pathways

Three basic types of reactions exist in the oxidative pathways of fuel metabolism that generate
acetylCoA: the activation of acetate, the thiolytic cleavage of b-ketoacyl CoAs and b-hydroxy acids,
and the oxidative decarboxylation of pyruvate (Figure 2). In mammalian cells, acetate is the end
product of ethanol metabolism and of threonine degradation. It is activated to acetylCoA in a single
ATP- requiring step by the enzyme acetylCoA synthetase (Table 1). In an alternate route, bacterial
cells can synthesize acetyl phosphate from acetate and then transfer the activated acetyl group to
CoASH. Thiolytic cleavage of b-ketoacyl or b-hydroxy acylCoA derivatives to acetylCoA occurs in
the pathways for oxidation of fatty acids, synthesis of the ketone bodies acetoacetate and b-
hydroxybutyrate, and oxidative degradation of the amino acids isoleucine, leucine, lysine,
tryptophan, phenylalanine, and tyrosine. (Most biochemistry textbooks contain general outlines of
these pathways.) This type of reaction is illustrated by the b-oxidation spiral for fatty acids, in which
one molecule of the C, (-fatty acid palmitate is converted to eight molecules of acetylCoA by

enzymes that sequentially oxidize the molecule to a b-ketoacyl compound and then cleave
acetylCoA from the carboxylic acid end (Table 1). The third type of reaction, the oxidative
decarboxylation of pyruvate by the pyruvate dehydrogenase complex, provides the connecting link
between pathways that produce pyruvate and the TCA cycle. The inhibition of the pyruvate
dehydrogenase complex by acetylCoA has a regulatory role in controlling the flow of carbon into the



various pathways of intermediary metabolism.

Figure 2. The role of acetyl CoA in oxidative fuel metabolism.
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Table 1. Enzymes that Form Acetyl CoA

AcetyvlCoA synthetase
(1) acetate + ATP + CoASH — acetyl CoA + AMP + PP;
ﬁ' 0 F-Ketathiolase o ﬁ

I I
(2) CH3(CHg),CH5C — CH3C —8CoA —— CH3(CH;),CH2C — SCoA + CH3C ——SCoA

Pyruvate delivdrogenase complex (thiamine-PP lipoate, FAD)
{3) pyruvate + CoASH + NAD" — Acetyl CoA + NADH + H" + COy
Citrate lyase

{4) citrate + CoASH + ATP — acetyl CoA + oxaloacetate + ADP + P,




3. Oxidation of the Acetyl Unit of AcetylCoA in the TCA Cycle

It is estimated that about two thirds of the energy requirements of aerobic cells is met by the
complete oxidation of the acetyl group of acetylCoA to CO, in the TCA cycle (also called the citric

acid cycle or the Krebs cycle.) In this cyclical sequence of reactions, acetylCoA condenses with
oxaloacetate to form citrate in a reaction catalyzed by the enzyme citrate synthase. Subsequent

reactions of the cycle donate electrons to the coenzymes NAD" and FAD for ATP generation from
oxidative phosphorylation, regenerate oxaloacetate, and release two carbons as CO,. The net

reaction of the TCA cycle is:

acetylCoA + 3 NAD" + FAD + GDP + P,
+ 2 HyO = CoASH + 2 COy
+ 3 NADH + FAD(2 H)+ 3 HY + QTP

Most of the pathways that produce acetylCoA in aerobic cells of eukaryotic organisms are located
in the mitochondrial matrix, and most of the biosynthetic pathways that utilize acetylCoA are
outside of the mitochondrion. AcetylCoA is not directly transported through the inner mitochondrial
membrane but is “transferred” from the mitochondrial matrix to the cytosol as citrate. It is then
regenerated in the cytosol by the enzyme citrate lyase.

4. AcetylCoA as a Precursor in Biosynthetic Reactions

The two-carbon acetyl unit of acetylCoA is the precursor of a number of compounds synthesized in
cells. It is the basic building block of fatty acids, cholesterol, and other compounds derived from the
five-carbon isoprenoid unit (Figure 3). In the synthesis of fatty acids, acetylCoA is carboxylated to
malonylCoA by the biotin-requiring enzyme, acetylCoA carboxylase (Table 2). Subsequent
reactions build the C, fatty acid palmitate and other fatty acids from successive additions of the

portion of malonyl CoA derived from acetylCoA, thereby providing the cell with the diverse fatty
acids required for membrane lipids. In the synthesis of cholesterol, acetyl units from three acetylCoA
molecules condense to form 3-hydroxy 3-methylglutaryl CoA (HMG CoA), which is subsequently
decarboxylated and converted to the five-carbon isoprenoid unit isopentenyl pyrophosphate. This
isoprenoid unit is one of the most common structural units of a number of compounds in mammalian
cells, bacteria, and plants. AcetylCoA also contributes one carbon to compounds synthesized from
the five-carbon intermediate a- ketoglutarate in the TCA cycle. The acetyl unit of acetylCoA can also
be transferred either to hydroxyl groups of compounds to form an acetyl oxygen ester (eg, the
neurotransmitter acetylcholine; see Acetylcholine Receptor) or to an amino group to form an amide
in an N-acetylation reaction (eg, acetylated amino sugars such as N-acetylglucosamine).

Figure 3. The central role of acetyl CoA in biosynthetic pathways.
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Table 2. Enzymes That Utilize AcetylCoA



Citrate synthose
{5} acetyl CoA + oxaloacetate —s citrate + CoASH
AcetylCoA carboxylase (biotin)
{6} acetyl CoA + COq + ATP — malonyl CoA + ADP + I
AretoaeetvlCoA thiolose
(7} 2 acetyl CoA+— acetoacetyl CoA + CoASH
HMGCoA synthase
(8} acetyl CoA + acetoacetyl CoA — HMG CoA + CoASH
Choline acetyltransferase
(9} acetyl CoA + choline — acetylcholine + CoASH
Malate synthase
{10) acetyl CoA + glvoxalate —— malate + CoASH

In mammalian cells, acetylCoA cannot provide a net source of carbon for the synthesis of glucose or
other sugars. However, plants, yeast, and bacteria contain the glyoxylate cycle, which serves as a
bypass of the TCA cycle. The net result of the glyoxylate cycle is the conversion of two molecules of
acetylCoA to succinate, utilizing TCA cycle enzymes plus isocitrate lyase and malate synthase. As a
result, Escherichia coli and many other bacteria are able to convert acetate to carbohydrates and
amino acids and can thus utilize and grow on acetate as their sole carbon source.
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pathway regulation for the synthesis of cholesterol from acetylCoA, which is of great interest for
protection from heart disease.

Acetylcholine Receptor



Acetylcholine (ACh) is a widely distributed neurotransmitter in both the peripheral and central
nervous systems (1). It is synthesized by the enzyme choline acetyltransferase within the cholinergic
nerve terminal, where it is packaged into cholinergic vesicles. Arrival of an action potential at a
cholinergic nerve terminal triggers quantal release of ACh by fusion of these vesicles with the
presynaptic membrane and concomitant exocytosis of their contents into the synaptic cleft. The ACh
released diffuses across the synapse to the postsynaptic membrane, where it activates its target, the
acetylcholine receptor (AChR). Termination of transmission at cholinergic synapses involves rapid
hydrolysis of ACh, by the enzyme acetylcholinesterase (AChE), which hydrolyzes it to choline and
acetic acid (2).

The early observations of Dale (3) showed in various pharmacological preparations that ACh evoked
responses similar to those evoked by either nicotine or muscarine. This provided the basis for the
grouping of all AChRs into two families, nicotinic (nAChRs) and muscarinic (mAChRs). Dale's
pioneering classification, based on the action of these two plant alkaloids, is still valid and used,
although subtypes have been recognized and defined within each of the two families, both on the
basis of specificity with respect to binding of agonists and antagonists and, in recent years, on the
basis of gene cloning. Two additional plant alkaloids, d-tubocurarine and atropine, also provide
useful tools by serving as specific antagonists of nAChRs and mAChRs, respectively (4).

nAChRs are ligand-gated ion channels, and their activation, by ACh or other agonists, causes a
rapid change in ion permeability of the membrane in which they are embedded. mAChRs are
members of the family of G-protein-coupled receptors and produce much slower responses, either
excitatory or inhibitory, via their corresponding second messengers (5). Initial molecular cloning
studies provided the primary structures of both nAChRs (6) and mAChRs (7), revealing that they
belong to distinct families of proteins that share neither sequence identity nor a similar fold. As will
be discussed in detail below, nAChRs are composed of pentamers of one or more subunits that
display substantial sequence homology and, most likely, similar overall folds and transmembrane
topologies. Muscarinic receptors are glycoproteins of molecular weight ~80,000 which, as already
mentioned, belong to the family of G-protein-coupled receptors (8). Just as for other members of this
family, hydrophobicity plots predict seven transmembrane sequences (8). The nAChR belongs to a
larger family of ligand-gated ion channels, with which it too appears to share an overall fold, a
common pattern of transmembrane sequences and other structural similarities (9, 10; see text below).

The recognition that the large electric organs of electric fish such as the electric eel, Electrophorus
electricus, and the electric ray, Torpedo sp., provide a highly enriched and homogeneous preparation
of cholinergic synapses (11) led to their use as an experimental model and also as the source of
choice for purification and characterization of the nAChR, of AChE, and of homogeneous
cholinergic synaptosomes and synaptic vesicles (2). The fact that the cholinergic synapse at the
neuromuscular junction was the parallel system of choice for studying the electrophysiological
characteristics of synaptic transmission (12), as well as many ultrastructural and developmental
parameters (for recent reviews see Refs. 13-15), meant that many of the structural data garnered by
use of the electric organ model system could be directly correlated with the functional data obtained
with the neuromuscular preparation (2). Thus, the nAChR of electric organ closely resembles that of
muscle (16), and the molecular forms of AChE present in electric organ tissue are homologous to
those found at muscle endplates (17, 18).

The finding that injection into rabbits of purified nAChR elicited an autoimmune condition closely
resembling the human muscle disease myasthenia gravis (19) was followed by detection of
circulating antibodies to the nAChR in patients suffering from the disease. This opened up a fertile
area of research in which clinical aspects were closely coupled to advances in basic research on the
nAChR (20).

The cholinergic synapse has thus served as the prototypic synapse for understanding many
fundamental aspects of synaptic transmission at chemical synapses. Even now, when improved



electrophysiological techniques, and approaches such as Ca®" imaging, allow better access to the
CNS, and when genetic engineering allows expression of the receptor of choice in a system like the
Xenopus oocyte that is amenable to user-friendly patch-clamp techniques, as well as in sufficient
amounts to carry out structural characterization, the neuromuscular junction and electric organ tissue
still occupy a position at the center of the stage.

1. The Nicotinic Acetylcholine Receptor

1.1. Identification and Characterization

As early as 1955, it was suggested by Nachmansohn (21) that the nAChR might be a protein in
which a conformational change elicited by the neurotransmitter ACh could induce a change in
permeability that would trigger the postsynaptic response, and it was in his laboratory, in the 1960s,
that the first evidence was presented that the nAChR is indeed a protein. Thus, Karlin and Bartels
(22), using the electric eel electroplaque preparation, showed that the response of the nAChR to
carbamylcholine could be modified reversibly by reagents that either modified thiol groups or
reduced disulfide bonds. Subsequently, Karlin and co-workers (23, 24) and Changeux et al. (25),
also in the Nachmansohn laboratory, demonstrated in situ affinity labeling of the nAChR in the intact
electroplaque. O'Brien and co-workers (26, 27), using specific binding of the reversible ligand
muscarone and homogenates of electric organ tissue of Torpedo, were able to obtain a good estimate
(~2 nmol/g tissue) of the number of nicotinic binding sites.

A major breakthrough in the identification of the nAChR, its localization, and its molecular
characterization came about by use of (a) the neurotoxin a-bungarotoxin (aBgt), a 74-residue
polypeptide chain purified by Lee and co-workers from the venom of the banded krait, Bungarus
multicinctus (28), and (b) the homologous a-neurotoxins purified from cobra venom (29). Lee's
group presented electrophysiological and pharmacological evidence that these neurotoxins acted as
very high-affinity (dissociation constant in the pico-to-femtomolar range) antagonists of the nAChR

(30). 12Sl-aBgt was developed as a powerful tool for localization and quantification of the nAChR by
high-resolution autoradiography (31). It was shown to be present as a dense quasi-crystalline array at
the top of the folds of the postsynaptic membrane of skeletal muscle, opposite the putative ACh-
release sites on the presynaptic membrane, with a density very similar to that in purified preparations
of postsynaptic membranes obtained from Torpedo electroplax. A further step forward was taken

when it was shown that binding of 125I-aBgt was retained after solubilization in nonionic detergents,
such as Triton X-100 and cholate, and that a single toxin-binding component, migrating at ~9 S,
could be identified on sucrose gradient sedimentation velocity centrifugation (32, 33). Furthermore,
the receptor so solubilized could be purified by affinity chromatography using resins to which either
the a-neurotoxin (34) or a quaternary nitrogen ligand (35) had been attached. This permitted
characterization of the nAChR as a multisubunit protein. Thus it was shown that it was a pentamer,
of molecular weight ~250,000 (36), that contains four polypeptide subunits, a, b, g, and d, with
apparent molecular weights of 39,000, 48,000, 58,000, and 64,000 and a stoichiometry of azbgd‘ In

the electron microscope, such purified preparations displayed a rosette-like appearance (37), closely
resembling similar, highly organized arrays of rosettes observed in purified postsynaptic membrane
preparations (38). This led to the working hypothesis, still currently accepted, that the five subunits
lie in the plane of the plasma membrane, surrounding the ion channel running through the center. A
fifth polypeptide, the 43-kDa polypeptide (now known as rapsyn), which was found to be weakly
associated with the pentamer (39), is believed to be involved in nAChR-clustering and anchoring to
the cytoskeleton at the synapse (13). In skeletal muscle the g subunit is present in the nAChR of
embryonic muscle, but is replaced by the € subunit in adult muscle (40).

Studies on model systems were important in establishing the role of the nAChR in signal
transduction at the cholinergic synapse. Thus the microsac preparation (41) was used to show that
ACh could induce a permeability change in such nAChR-enriched vesicles. Furthermore, prolonged
exposure to high concentrations of ACh was shown to produce a closed state, with high affinity for
ACh (42), equivalent to the desensitized state first described in skeletal muscle by Katz and Thesleff



(43). The availability of purified native receptor permitted reconstitution studies into liposomes and
into lipid bilayers, permitting recording of single channels induced in the presence of ACh (44, 45).
The purified pentamer thus contained not only the ACh-binding site, but also the ion channel and the
transducing elements involved in activation and desensitization (16).

Affinity labeling studies by Karlin and co-workers (46), using a radioactive reagent, established that
the disulfide bond that was susceptible to reducing reagents, as originally demonstrated by Karlin
and Bartels (22), was located on the a subunit, in proximity to the binding site for ACh and various
quaternary ligands.

An important step forward was the finding of Raftery et al. (47) that the NH,-terminal sequences of

all four subunits display substantial sequence homology. When, not long after, the subunits were
cloned (6), it was found that such homology extends throughout the whole polypeptide chain, and
the receptor pentamer can be viewed as displaying pseudo-fivefold symmetry. One issue that still
remains open is the arrangement of the subunits around the lumen. This has been approached
primarily by electron microscopy using subunit-specific antibodies, with supplementary information
coming from use of affinity labels directed toward the ACh-binding site, which label both the a
subunit and an adjacent subunit (see text below). As many as 12 permutations are possible, but it is
generally accepted that the two a-subunits are not adjacent to each other (48), and discussion focused
on which of the b-, g-, and d-subunits is flanked on both sides by the a-subunit. Karlin et al. (49)
proposed that it is the g-subunit that lies between the two a-subunits. Although Kubalek et al. (50)
proposed that the b-subunit might occupy this position, the assignment of Karlin and co-workers is
generally favored (for detailed discussions see Refs. 10 and 51).

Advances in cloning and expression, taken together with development of the patch-clamp technique,
had a dramatic influence on research on the nAChR, just as they did on research on other receptors
and on ion channels. In the case of the nAChR, however, the availability of large amounts of highly
purified receptor from Torpedo electric organ resulted in fruitful synergy between these new
techniques and the techniques of protein chemistry and structural biology.

In general, research has proceeded on two fronts, one concerned with the structure of the ACh-
binding site and the other with that of the ion channel, with the eventual objective of understanding
the physical mechanism by which ligand-binding causes channel opening. In the following, the
overall topology of the receptor and of the individual subunits will first be reviewed briefly. The
current status of our knowledge of the ACh-binding site, and then of the ion channel, will be
summarized, followed by a discussion of the recent structural work from the laboratory of Unwin,
which is beginning to give us a first glimpse of how the receptor may be functioning. For a number
of recent reviews that cover these issues in more detail than is possible here, see Refs. 9, 10, 16, and
52, as well as the recent paper of Unwin (53), which summarizes the current status of the structural
work.

1.2. Conformation and Topology
Analysis of the sequences of the four subunits, obtained on the basis of their complementary DNA
sequences, showed that they shared a very similar topology: A long extracellular NH,-terminal

domain is followed by three putative transmembrane a-helices, identified on the basis of
hydrophobicity, M1-M3, by a cytoplasmic loop containing ~100—150 residues, and finally, by a
fourth transmembrane helix, M4, so that the COOH-terminus is believed to be on the extracellular
side of the postsynaptic membrane (54). Other ligand-gated ion channels that belong to the same
superfamily, including receptors for g-aminobutyric acid, glycine, and serotonin, display a similar
topology (9, 10). A number of consensus sites for N-Glycosylation are present in the extracellular
domains, giving rise to a sugar content of ~7% (for literature see Ref. 55); and a number of
consensus sites for phosphorylation, present on the cytoplasmic loops, presumably fulfill regulatory
functions (56).




Photoaffinity labeling, using lipid-soluble probes, has been used to assign the arrangement of the
transmembrane sequences in relation to the lipid bilayer and the putative central ion channel (57-59).
From such studies, it has been concluded that the M4 sequence, which is also the least conserved, is
the most exposed to the lipid environment, with the M1 and M3 sequences displaying more limited
exposure to the lipid environment, and M2 facing the lumen of the ion channel. This assignment of
M2 as making the principal contribution to the lining of the ion channel is also supported by labeling
by channel blockers and by use of the SCAM technique (see text below).

Various spectroscopic techniques show that the nAChR contains substantial amounts of both a-
helices and b-sheets (for literature see Ref. 10). In particular, Naumann et al. (60), using Fourier
transform infrared (FTIR) spectroscopy on native receptor-rich membranes, have shown a
predominance of b structure, 36 to 43%, and an a-helical content of 32 to 33%. Of particular interest
are the putative conformations of the membrane-spanning sequences. Gorne-Tschelnokow et al. (61)
attacked this problem directly, by performing FTIR spectroscopy on membrane preparations from
which the extramembrane domains had been shaved by proteolysis. Their data suggested a beta-
sheet content of ~40% for the transmembrane sequences. Modeling studies also suggested a
substantial b-sheet component (62). Various labeling studies, which attempt to correlate the degree
of labeling of residues with orientation toward either the ion-channel lumen or the lipid bilayer, and
thus with either an a-helical or a b-strand pitch, yield complex results (see, for example, Refs. 9, 10,
59, and 63); and precise assignments will, most likely, have to await a high-resolution 3D protein
structure.

1.3. ACh-Binding Site

Identification of the residues comprising the ACh-binding site of the nAChR was approached by
affinity labeling. Karlin and co-workers used the same radioactive affinity label that they had used to
label the a subunit selectively, a quaternary derivative of maleimide, to identify the residues labeled.
Because they had demonstrated that labeling occurred subsequent to reduction of the receptor, it was
not surprising that they found that the residues labeled were the adjacent cysteines, Cys192 and
Cys193, which apparently form an intrachain disulfide bond in the native nAChR, and which are
present only in the a-subunit (64). As predicted, these residues are localized in the sequence that had
been assigned to the extracellular domain, and would thus be the natural candidate for the ACh-
binding site. The importance of this region for agonist and antagonist binding was confirmed by the
observation that short synthetic peptides containing Cys192 and Cys193 (eg, from residue 185 to
196) displayed specific binding to aBgt, albeit with much lower affinity than the native receptor (65).
Moreover, the a-subunits of the nAChR of both snakes and of the mongoose, which are resistant to
aBgt, display mutations in this region that can provide a structural basis for resistance (66).

Changeux and co-workers conducted an extensive study of the residues labeled by the tertiary
photoaffinity label, DDF (67). In addition to Cys192 and Cys193, this probe labeled primarily
aromatic residues, including Tyr93, Trp149, Tyr190 and Tyr198, all, again, in the putative
cytoplasmic domain. Use of other labeling agents, by other laboratories, broadly confirmed these
assignments and identified additional aromatic residues (for literature see Ref. 68). Thus the ACh-
binding pocket of the nAChR can be viewed as an “aromatic basket” (16) in which the quaternary
group of ACh interacts with these aromatics via the p electron—cation interactions (69) which X-ray
crystallographic studies have shown to play a prominent role within the “aromatic gorge” of AChE
(70, 71).

Although the studies discussed above indicate a prominent role for the a-subunit in binding of both
agonists and antagonists, numerous labeling studies have revealed contributions of adjacent subunits
to ligand-binding. These studies have been critically reviewed by Hucho et al. (10). Taken together,
the data clearly indicate that the two ACh-binding sites are at the interfaces between the two a-
subunits and the g- and d-subunits. This, in turn, implies structural difference between the two sites
that can serve to explain nonequivalence of the two binding sites in terms of affinity for both a-
neurotoxins (72) and antagonists (73).



1.4. Ton Channel

Pharmacological studies on the nAChR revealed a number of noncompetitive antagonists, both
natural and synthetic, that blocked the change in permeability elicited by ACh without inhibiting the
binding of ACh itself. It was, therefore, suggested that at least some of these compounds act by
entering the ion channel and sterically blocking ion movement through it (for literature see Refs. 9,
10, and 16). Based on the currently held view that the ion channel is the hole in the rosette seen in
the electron microscope, such “channel blockers” are believed to exert their action by plugging this
hole. Some channel blockers, such as chlorpromazine (74) and trimethylphosphonium (75), bind
irreversibly upon UV irradiation; and their labeled derivatives can, accordingly, be used to identify
putative elements of the channel lining. Rapid-mixing studies, using nAChR-enriched microsacs,
showed that exposure to ACh leads, initially, to greatly increased labeling, followed by diminished
incorporation which is consistent with desensitization as measured by ion flux measurements (76).
Such labeling studies showed dominant labeling of the residues in the M2 transmembrane sequences
of all four subunits, suggesting that they make the principal contribution to the lining of the lumen of
the ion channel, in the open state of the channel. One such noncompetitive channel blocker,
quinacrine azide, was, however, shown to label amino acid residues in M1 (77).

In parallel to such labeling studies on the purified receptor, use of site-directed mutagenesis,
combined with expression in Xenopus oocytes (78) and use of the patch-clamp technique, permitted
assessment of the contributions of individual amino acid residues to the conductance properties of
the ion channel, an approach pioneered by the joint efforts of the Numa and Sakmann laboratories
(see, for example, Refs. 79 and 80).

A third approach, developed more recently, is the substituted-cysteine-accessibility method,
abbreviated as SCAM (81), which combines site-directed mutagenesis with chemical modification,
so as to identify the amino acid residues lining the ion channel and their involvement in function.
Thus, residues believed to line the ion channel (primarily from the M2 transmembrane sequence, but
also from M1) are replaced one-by-one by cysteine residues, using site-directed mutagenesis, and
expressed in Xenopus oocytes. The reactivity of their thiol groups with thiol reagents bearing
negative or positive charges is examined in situ, both in the presence and absence of ACh, thus
permitting assessment of their accessibility in both the closed and open states of the channel.
Furthermore, these sulthydryl reagents can be added both intra- and extracellularly, yielding
information concerning accessibility of channel-lining residues from both surfaces (63).

These various experimental approaches have led to the identification of residues within the M2
sequences of all five subunits that determine the conductance and selectivity of the nAChR channel.
In particular, using nAChR mutants expressed in Xenopus oocytes, three rings of negatively charged
residues which may be referred to as the extracellular (or outer), the intermediate, and the
cytoplasmic (or inner) ring, have been shown to play important roles in determining channel
conductance (80). A ring of polar (serine and threonine) residues, named the central ring, is located
above the intermediate ring, forming a constriction that may serve as part of the selectivity filter (82,
83). The bulk of the transmembrane sequence of M2 lies between this central ring and the outer ring.

A more detailed topographical picture has been obtained by the SCAM technique, as summarized by
Karlin and Akabas (9). Thus, broadly speaking, the residues in M2 of the a-subunit can be fitted to
an Amphipathic helix so that, with one exception, all the residues on one face of the helix are labeled
in the SCAM protocol; some are equally accessible in the presence and absence of ACh, some are
more accessible in its presence, and some are more accessible in its absence. Furthermore, certain
residues at the extracellular end of the M1 helix of the a-subunit are also labeled. The pattern of
labeling of M2 in the absence of ACh is consistent with an a-helical conformation, except for a short
stretch in the middle (aLeu250 to aSer252), while in the presence of ACh it is consistent with an
uninterrupted a-helix. The pattern of labeling of M1 cannot be ascribed to a specific conformational
motif, although it too is changed in the presence of ACh. Karlin and Akabas (9) hypothesize that a
movement of M1 and M2 relative to each other, with a concomitant change in secondary structure,
may flip open the gate of the channel. More recently, the SCAM technique has also located the gate,



using comparative studies in which labeling was carried out from either the extracellular or
cytoplasmic sides (63). In the absence of ACh—that is, in the closed state of the channel—there is a
barrier to the sulthydryl agents, when added to either side, reacting with residues aGly240 and to
aThr244. ACh binding removes this barrier, which serves as an activation gate. Residues aGly240,
aGlu241, alLys242, and aThr244 line a narrow part of the channel in which this gate is located. It
should be noted that the second of these residues, aGlu241, belongs to the inner anionic ring, and
aThr244 to the central ring, as defined above (80, 82).

1.5. Structural Studies

Despite the extensive studies performed on the characterization of the ACh-binding site and of the
ion channel, the question with which all structural and functional studies on the nAChR are
ultimately concerned is how binding of ACh is transduced into a permeability change in the ion
channel. This is ultimately a problem best addressed by a structural biology approach. In spite of
attempts from many laboratories to obtain nAChR crystals that would diffract X-rays (for a
published example, see Ref. 84), this has not yet been achieved. Our current structural knowledge is,
therefore, derived from the work of Unwin (for a recent summary see Ref. 53). As mentioned above,
the postsynaptic membrane of Torpedo electric organ contains densely packed, partially crystalline
arrays of nAChR (38). When isolated, such membranes have a natural propensity to recrystallize in
tubular form (85, 86). Since the early 1980s, Unwin has been using electron microscopy to probe the
structure of the nAChR from Torpedo marmorata and is now able to compare the receptor in its
open and closed states at 9 A resolution (53). The receptor is revealed as an elongated structure,
~125 A long; the extracellular portion of each subunit extends ~60 A above the membrane surface,
and the intracellular portions extend ~20 A from the cytoplasmic surface. A density underlying each
receptor most likely represents the cytoskeletal protein rapsyn (see text above), normally present in
1:1 stoichiometry with the receptor (87). A view from above shows the five subunits arranged
around a fivefold axis of pseudosymmetry, as predicted. The opening of the putative ion channel in
the center is about 20 A at its entrance, narrowing sharply at the membrane surface. At the current
resolution, it is possible to begin to glimpse some elements of secondary structure. Thus in each
subunit, in a region about 30 A away from the extracellular surface, a group of three short rods can
be detected, presumably a-helices. The two subunits identified as a-subunits (50) contain cavities
shaped by these rods, which may correspond to the ACh-binding pockets. The narrowest portion,
corresponding to the pore, appears to be shaped by five bent a-helical rods, each contributed by one
of the subunits (Fig. 1, left). The bends in the rods, near the middle of the membrane, are the parts
closest to the axis of the pore and may represent the gate. In order to visualize the open state of the
nAChR, Berriman and Unwin (88) devised a rapid-freezing device, designed to trap the open state,
after application of ACh, by preventing the transition to the desensitized state. Comparison of the
ACh-activated receptor with the nonactivated form revealed only slight changes (Fig. 1, right).
Concerted twisting motions appeared to occur within the rods lining the putative ACh-binding
pockets, which were consistent with the requirement that two ACh molecules, binding
simultaneously to both a-subunits, are required to open the channel. These localized disturbances
were associated with small rotations extending along the axis of all the subunits, and with a
switching of the helices within the pore from the bent shape seen in the nonactivated receptor to a
tapered, more open configuration. If it is assumed that the threonine side chains of the central ring,
which are believed to serve as the pore (see text above, along with Ref. 83) face into the pore, a
minimum diameter of 10 A can be estimated, comparable to the diameter obtained by use of various
organic cations (89). Such a concerted rotation of the transmembrane sequences surrounding the
lumen of the putative ion channel is consistent with the data accumulated by the various studies
using site-directed mutagenesis and labeling, some of which were discussed above (see, in particular,
Refs. 59 and 63).

Figure 1. Simplified diagram of the nAChR in its closed (left) and open (right) states, as suggested by the structural
results. An ACh molecule first enters a binding site in one of the a-subunits (rectangle), but significant displacements
are blocked by the neighboring subunit, lying between the two a-subunits. Interaction of a second ACh with the other



site then attempts to draw the neighboring subunit out of the way. A concerted localized displacement thereby takes
place, initiating small rotations of the subunits along the shaft to the membrane. The rotations disrupt the gate by
disrupting the association of a-helices around the pore in the closed state (left), switching over to an alternate
configuration in which a widened polar pathway for ion movement is created. (From Ref. 53, with permission.)

ACh

Obviously, when higher-resolution images become available, a more detailed mechanistic
description will be feasible, but the conceptual stage appears to have been set.

1.6. Neuronal Nicotinic Receptors

Already in the late 1970s, it was proposed, on the basis of 125 I-aBgt-binding studies, that nAChRs
were present not only in skeletal muscle, but also in the central nervous system (90, 91). These
studies were not the subject of widespread attention, primarily due to the fact that functional
correlates were lacking. When, in the mid-1980s, cloning techniques revealed the presence in brain
of an nAChR gene family homologous to, but clearly distinct from, those of electric organ and
muscle, and widely distributed in different brain areas (92, 93), it became obvious that nAChRs, like
muscarinic receptors, must have important functions in brain. For many years, however, the lack of
specific agonists and antagonists for a given neuronal nAChR subtype severely hampered the
identification of functional nAChRs in various brain areas. These difficulties were further aggravated
by the unusually fast kinetics of inactivation of some nAChR subtypes, compared to their peripheral
counterpart (for literature, see Ref. 94). Development of techniques permitting rapid application and
removal of agonists was necessary to overcome this limitation (see, for example, Refs. 95 and 96).

The cloning approach revealed the existence of a large number of AChR receptor subunits in the
brain. In contrast to muscle and electric organ, however, these appear to fall into only two categories,
a and b. By now nine a-subunits (97) and nine b-subunits have been described in vertebrate brain
(98), and multiple nAChR subunits have also been described in invertebrates such as Caenorhabditis
elegans (99) and Drosophila (100).

As discussed by Sargent (98), the various subtypes of subunits are expressed differentially in one
brain region or another. The most recently discovered a9-subunit, for example, has a pattern of
expression restricted to cochlear hair cells (97). The pharmacology of neuronal nicotinic receptors in
relation to such topics as nicotine addiction (101) and Alzheimer's disease (102) are currently topics
of intensive investigation; so too is their involvement in brain plasticity (103) and in behavior,
learning, and memory (104, 105). A recent development is the observation that choline serves as a
selective agonist for a7 nAChRs in rat hippocampal neurons (106), in line with earlier reports for a7
ectopically expressed in oocytes (107, 108). Because a7 belongs to what appears to be the



evolutionarily oldest group of nAChrs (109), it is feasible that choline, rather than ACh, was the
primeval transmitter for cholinergic receptors.

Neuronal nAChRs have not yet been purified or expressed in large amounts. Thus, essentially all our
knowledge of their functional properties comes from studies in which subunits were expressed singly
or in combination, most frequently by injection into Xenopus oocytes. Such expression studies were
augmented, as for Torpedo and muscle nAChRs, by site-directed mutagenesis. These studies have
been reviewed in detail by Sargent (98), and only a few points will be discussed here briefly.

Presence of an a-subunit is necessary to obtain a functional receptor; and in the case of the a7-
subunit, injection of it alone into oocytes is sufficient for it to form functional oligomers (110).
Changeux, Bertrand, and co-workers took advantage of this experimental system to perform
expression, combined with site-directed mutagenesis, which showed that the ligand-gated ion
channel produced by the a7-subunit closely resembles that of the pentameric muscle and Torpedo
receptors (see, for example, Ref. 111 and the review in Ref. 16). Direct experimental evidence for a
pentameric stoichiometry was provided for the chick nAChR produced in oocytes by expression of
the a4 and b2 subunits with radioactive label incorporated into them. The stoichiometry of the
subunits in the purified receptor was consistent with an a4,b2, pentamer (112). This does not mean,

however, that expression of the mRNAs for any mixture of a-subunits, with or without a b-subunit,
will produce a functional oligomer. Thus far, only a7 has been shown to produce functional
oligomers containing only a subunits. Furthermore, a recent study of Yu and Role (113) has shown
that a5 can participate in the function of an ACh-gated ion channel only if it is coexpressed with
another a- and a b-subunit. The structural basis for such restrictions with respect to assembly and/or
function are, at this stage, unknown. Patrick and co-workers (114) observed, however, that a
Cyclophilin is required for expression of functional homo-oligomeric, but not hetero-oligomeric,
nAChRs. They raise the possibility that the a-subunits in the homo-pentamer may not assume
identical folds. Cyclophilins may thus play a critical role in the maturation of such homo-oligomers,
acting directly or indirectly as prolyl cis/trans Isomerases or as molecular chaperones (115).
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Achaete—Scute Complex



A central theme in developmental biology is to understand how the mechanisms that specify
particular cell types integrate with those that govern where and when cell type-specific structures
form during animal development. Over the better part of the past century, the development of the
Drosophila nervous system has served as a model with which to unravel the interconnected
processes of cell fate specification and pattern formation. The genes of the achaete—scute complex
(AS-C) bridge these two processes. The AS-C is composed of four related genes found within

~90 kbp of DNA in the distal tip of the X-chromosome. The four genes—achaete (ac), scute (sc),
lethal of scute (I'sc) and asense (ase)—all encode for basic helix-loop-helix transcriptional activator
proteins and were initially identified by mutational analysis. Loss-of-function mutations in the AS-C
remove sensory organs in the peripheral nervous system (PNS) and neural structures in the central
nervous system (CNS), whereas gain-of-function mutations induce the formation of ectopic neural
structures. The “proneural” ac, sc, and I'sc genes are expressed prior to neural precursor formation in
precise patterns of cell clusters that forecast where neural precursors will form. During both
embryonic and adult development, the primary patterning genes in Drosophila act through a large
array of cis-acting regulatory regions found within the AS-C to create the stereotyped pattern of AS-
C-expressing proneural cell clusters. Within each cluster (equivalence group), a cell communication
process mediated by the Notch signaling pathway (lateral inhibition) restricts AS-C gene expression
to a single cell. Within this cell, ac, sc and /'sc, either alone or in combination, are thought to activate
a cassette of genes that directs this cell to acquire the neural precursor fate. All other cells within the
cluster extinguish AS-C gene expression and are directed towards epidermal development. One
target of the AS-C proneural genes in neural precursors is ase, which promotes the differentiation of
neural structures. The AS-C thus links the process of cell fate specification to that of pattern
formation: the AS-C genes receive and interpret global positional information through their
regulatory regions and translate this information through their function into the formation (and
differentiation) of a two-dimensional array of neural structures.

1. Genetic and Molecular Characterization of the Achaete—Scute Complex

The embryonic and adult Drosophila nervous systems are composed of a variety of different neural
structures, each organized in reproducible but distinct patterns. For example, the neural precursors of
the embryonic CNS form in orthogonal rows, whereas in the adult PNS large innervated bristles arise
in an irregular, yet stereotyped pattern. Each bristle, or sensory organ, forms from a single neural
precursor cell that occupies a fixed location in the developing fly. Cell migration is limited in the
Drosophila PNS and CNS. Thus, the initial neural precursor pattern largely determines the later
pattern of neural structures.

Genetic analyses identified a set of four genetic activities, designated the AS-C, located near the
distal tip of the X-chromosome critical for the formation, patterning, and differentiation of neural
structures (1). Loss-of-function mutations in any one of these genes remove neural structures,
although the precise set of structures removed differs for each gene. For example, loss of /'sc activity
primarily affects the CNS, whereas loss of ac or sc activity primarily results in PNS defects. Loss of
ase function removes sensory organs along the wing blade but also causes differentiation defects in
other sensory organs. Conversely, mis-expression of any AS-C gene promotes the formation of
ectopic neural structures. These analyses suggested that the AS-C promotes the initial commitment
of a cell to become a neural precursor and that their gene products are at least partially redundant.
Detailed genetic mosaic analyses in the Drosophila wing imaginal disc (the larval structure that
generates the wing and notum of the adult fly) showed that the activities of ac and sc define zones of
neural competency from which neural precursors arise (2). These zones of neural competency are
known as proneural cell clusters and are “equivalence groups” within which all cells can (although
only one or a few will) become a neural precursor.

The genes ac, sc, and I'sc are each expressed in a complex and dynamic pattern of cell clusters, each
of which quickly resolves to a single cell, the putative neural precursor (Fig. 1). The gene expression
patterns of ac and sc are identical throughout neurogenesis and partially overlap with the expression



pattern of /'sc. On the other hand, asense is expressed exclusively in neural precursors and their
progeny. Based on mutant phenotypes and expression patterns, ac, sc, and /'sc are called proneural
genes whereas ase is called a neural precursor gene.

Figure 1. Patterning and specification of neural precursors. (a) Patterning of AS-C gene expression. Schematic
representation of the ectoderm of a Drosophila embryo. The expression of the ac and sc genes in four proneural clusters
per hemisegment is shown in red and blue. The activity of the early patterning genes fiz, odd, DER, and dpp subdivide
the embryo and lead to the activation of ac/sc gene expression in reproducible quadrants. For example, the combined
action of fiz activation and odd repression leads to ac/sc gene expression in domains that express fiz but not odd
(yellow). Along the D/V axis, dpp (light blue) and DER (green) restrict ac/sc expression to the lateral column. Together,
the action of these four genes delimit ac/sc gene expression within one proneural cluster, shown in blue. Note that other
factors can overcome DER mediated repression in the medial column. (b) Singling out of a neural precursor. Within
each proneural cluster, a single cell (in this example, the central cell) comes to express the AS-C proneural genes to the
highest level, and this cell becomes the presumptive neural precursor (dark blue cell). (¢) Resolution of cell fate within a
proneural cluster. The presumptive neural precursor retains proneural gene expression and acts through the Notch
signaling pathway to remove proneural gene expression in the other cells of the cluster (white). These cells are directed
toward epidermal development. (d) Neural precursor lineage. Each neural precursor goes through an invariant cell
lineage to produce a particular neural structure. The lineage of a sensory bristle of the PNS is shown. The neural
precursor divides to yield two differently fated daughter cells, which in turn divide to produce a total of four cells. Each
cell acquires a different fate, and together the four cells make up a functional sensory organ—an innervated bristle.
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The molecular cloning of the AS-C in the 1980s identified all four genes as encoding putative
transcriptional activator proteins that belong to the class B type of basic helix-loop-helix (bHLH)
proteins. These four genes are contained within ~90 kbp of DNA, separated from one another by an
average of ~30 kbp of DNA replete with cis-regulatory regions required to activate different



members of the AS-C in complex and partially overlapping patterns (3). Transcriptional activation
requires the formation of a heterodimer between A and B class bHLH proteins (4); these
heterodimers recognize the core DNA sequence CANNTG, where N is not specified (an ’E’ box).
An A-class bHLH protein with which AS-C gene products heterodimerize and activate transcription
is the product of the daughterless (da) gene. Heterodimers of one AS-C gene product and Da
mediate transcriptional activation of genes expressed throughout proneural clusters and in neural
precursors. The da gene is expressed ubiquitously throughout Drosophila development, and AS-C
genes are expressed in complex yet invariant patterns of cell clusters that predict where neural
precursors form. Thus, the spatiotemporal specificity of where and when neural precursors develop
is a function of the pattern of AS-C gene expression.

2. Cis- and Trans-Regulation of Proneural Gene Expression

Activation of the proneural genes of the AS-C in precise and reproducible patterns of proneural
clusters is the first step in the formation of the stereotyped two-dimensional pattern of neural
precursors in the Drosophila nervous system. The genetic regulatory mechanisms that dictate where
and when AS-C expressing proneural clusters form are best understood for the development of the
embryonic CNS (5). The anterior/posterior (A/P) and dorsal/ventral (D/V) register of AS-C-
expressing cell clusters in the early embryo suggests that the segmentation genes, which segment the
embryo along the A/P axis, and the dorsoventral genes, which specify pattern along the D/V axis,
function to lay down directly the initial pattern of AS-C proneural clusters. A similar process
mediated by wingless and decapentaplegic (dpp), as well as the genes of the iroquois complex (6),
probably acts directly on the AS-C to create the pattern of AS-C-expressing cell clusters in adult
structures.

During development of the embryonic Drosophila CNS, the AS-C proneural genes are expressed in
an invariant orthogonal pattern of proneural cell clusters. For example, ac and sc are co-expressed in
two rows of cell clusters in the medial and lateral—but not intermediate—columns of each segment.
Prior to AS-C gene activation, the activities of different A/P and D/V patterning genes have
subdivided the early embryo into an orthogonal pattern of squares, reminiscent of a checkerboard.
Each square expresses a unique combination of these patterning genes, and the borders of the AS-C
proneural clusters match precisely the limits of these squares (Fig. 1). This suggests a model
whereby the combined activities of particular combinations of patterning genes within a square
either does or does not activate a member of the AS-C. The composite pattern of AS-C-positive cell
clusters would then result from the integration of the activities of each square.

Support for the checkerboard model comes from genetic analyses that assayed the expression of AS-
C genes in embryos mutant for various known patterning genes. For example, the anterior border of
every fourth transverse row of ac/sc-positive cell clusters coincides with the anterior edge of the
expression of the fushi-tarazu (fiz) pair-rule gene, and the posterior border of these proneural clusters
abuts the anterior border of the odd-skipped (odd) pair-rule gene (Fig. 1). In embryos mutant for fiz,
this row of ac/sc-expressing proneural clusters disappears, whereas in embryos mutant for odd it
expands posteriorly to fill the entire f7z domain. Thus, the combined action of fiz activation and odd
repression defines the anterior and posterior boundaries respectively, of proneural clusters in this
row. The D/V patterning genes control the mediolateral extent of AS-C proneural clusters. For
example, the medial boundary of the lateral column of AS-C proneural clusters abuts the lateral
border of the activity of the Drosophila epidermal growth factor (EGF) receptor (DER), and the
lateral boundary of these clusters abuts the medial boundary of dpp activity (Fig. 1). In embryos
mutant for DER, the lateral column of AS-C-expressing proneural clusters expands medially,
whereas in dpp mutant embryos these clusters expand laterally. Thus, DER and dpp together restrict
ac/sc gene expression to the lateral column in the developing CNS. The concerted action of fiz and
odd along the A/P axis, and DER and dpp along the D/V axis, can account for the activation of ac/sc
in one eighth of its proneural clusters. Combinations of other patterning genes probably act similarly
to initiate AS-C proneural gene expression in the other regions of the developing CNS and PNS.




Scattered throughout the AS-C are regulatory regions that decode the positional information
contained within the checkerboard pattern of spatial regulators and translate it into the transcriptional
activation of ac, sc, and /'sc. The locations of many of these regulatory regions have been identified
through the use of DNA rearrangements within the AS-C and of reporter gene constructs that contain
specific genomic regions from the AS-C region (7). For example, ac and sc share a number of
regulatory regions located between the two genes that function to activate ac and sc, but not /'sc, in
identical patterns throughout development. It is thought that the gene products of many of the
patterning genes act directly through these regulatory regions to create the precise and invariant
pattern of AS-C-expressing proneural clusters.

3. Resolution of Proneural Cell Clusters: The Singling out of the Neural Precursor

Within each proneural cluster, AS-C expression quickly becomes restricted to one (or a few) cells
(Fig. 1). This cell initiates ase expression, enlarges, and segregates as a neural precursor to a position
below the proneural cluster from which it arose. All clusters exhibit identical dynamics of proneural
gene expression, which directly reflect the cell-fate decisions made by the cells of a cluster. Initially,
all cells express one or more of the proneural genes; proneural gene expression confers on all cells
the ability to become a neural precursor. Then, via a cell-cell communication pathway mediated by
the Notch signaling pathway, one cell comes to express the proneural genes to the highest level. This
cell is the presumptive neural precursor; it then acts, again through the Notch pathway, to inhibit and
eventually to extinguish proneural gene expression from all other cells of the cluster (8). The cells
that lose proneural gene expression are directed toward the epidermal fate. Thus the fate of cells
within a proneural cluster correlates—not with the initial expression of the proneural genes—but
rather with the fate of proneural gene expression in that cell: cells that retain proneural gene
expression become neural precursors, whereas cells that lose proneural gene expression are directed
toward the epidermal fate.

The analysis of the AS-C provides a paradigm for how specific cell fates (and cellular structures)
arise in reproducible and invariant patterns, but many questions still remain with respect to the AS-
C. For example, roughly half of all CNS neural precursors still form in embryos devoid of AS-C
function. Thus other “proneural genes” must exist that promote neural precursor formation in the
CNS. In addition, AS-C function is not restricted to the nervous system. The gene /'sc mediates the
initial selection of muscle progenitor cells in the mesoderm in much the same way that it (as well as
ac and sc) single out neural precursors in the ectoderm. Furthermore, Galant et al (9) recently
demonstrated that a butterfly AS-C homologue is expressed in, and thus may promote the formation
of, the precursors to the pigment-producing scale cells that cover the butterfly wing. Thus, AS-C
genes may mediate additional developmental events in Drosophila and other animals. Finally, in
Drosophila the AS-C is an integral unit composed of four structurally related genes. Has the overall
genomic structure of the AS-C and the relative position and expression of each AS-C gene been
strongly conserved throughout evolution, as is observed for the genes of the homeobox clusters? Or
does the AS-C and its constituent genes display significant plasticity over evolutionary time?
Research on the AS-C has led to an understanding of some of the molecular mechanisms that specify
particular cell types and those that determine where and when these cell types form. It is likely that
further insights will derive from continued analysis of AS-C expression, regulation, and function.
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Achilles' Cleavage

Achilles' cleavage (AC) is a procedure developed to permit cutting double-stranded DNA at a single
site (the AC site) in a complex genome (Fig. 1). The AC site is first protected from methylation by a
sequence-specific DNA-binding protein, and the methylated genome is subsequently cut by a
methylation-sensitive restriction enzyme. Other sites in the genome containing the same
restriction/methylation site as the AC site are methylated and thus are not cut. The two key
components of any AC system are (i) a restriction site that is recognized by both a methylation-
sensitive restriction enzyme and its corresponding methyltransferase and (ii) the ability to block
methylation of the chosen AC site by sequence-specific binding of a protein to that site. The overlap
of the AC site and the recognition sequence for the DNA binding protein can occur naturally, or it
can be engineered using recombination or site-directed mutagenesis. These requirements somewhat
limit the applications of the AC technique.

Figure 1. Achilles' Cleavage. Diagram of the method used to prevent restriction enzyme digestion at all sites except
for the Achilles' cleavage (AC) site. Horizontal lines connected by short vertical lines represent double-stranded DNA.
Hhal restriction sites are marked by bold vertical lines above the double-stranded DNA. The binding site for the DNA-
binding protein is represented by a solid rectangle. The DNA-binding protein is represented by an empty oval. Sites of
methylation are indicated by a vertical line and the letter ‘m.’
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Koob et al. (1) originally developed this procedure using two different repressor/operator systems.
In one instance, plasmids carrying the operator of the lac operon were incubated with the Lac
repressor and then methylated by the Hha I methyltransferase. Repressor binding prevented
methylation of the Hha I site located within the lac operator. The methyltransferase and the operator
protein were subsequently removed, leaving only the unmethylated AC site free to be cut by Hha |
(1). Variations of the original AC method were also used to demonstrate the ability to make only one
or a few cuts in the genomes of yeast and Escherichia coli (2), to turn frequent-cutting restriction
enzymes into rare cutters (3), and to analyze the strength of protein-DNA interactions (4).

1. RecA-AC and RARE

The original AC method was made more universally applicable by using RecA protein and a
sequence-specific oligonucleotide to form the protective complex, obviating the need for a
sequence-specific binding protein. Two groups simultaneously developed this procedure, and their
protocols were designated RecA-AC (5) and RARE (6). The RecA-AC/RARE technique still
requires selection of a cleavage site that is recognized by both a restriction enzyme and its cognate
methyltransferase. An oligonucleotide of 40 to 60 nucleotides in length is designed that matches the



DNA sequence containing the cleavage site. In the presence of MgZJr and a non-hydrolyzable ATP
analogue [eg, ATP(g-S)], RecA protein will bind to the oligonucleotide, forming a complex. When
double-stranded DNA is added, the complex will bind to the matching genomic sequence to form a
so-called ‘triple-stranded’ synaptic complex. This complex protects the cleavage site from
methylation. As in the AC procedure, the methyltransferase and the RecA protein are removed after
methylation, before the methylation-protected site is cleaved with the appropriate restriction enzyme.

As an alternative, the RecA complex can be used to protect specific restriction sites from restriction
enzyme digestion, rather than from methyltransferase. This technique can be useful in some cloning
procedures.

The RecA-AC/RARE technique has been used in various genome mapping experiments, for example
to map gaps in human contiguous (contig) DNA and to map telomeres (7). The ability to cut
genomic DNA at a few specific sites allows mapping large pieces of DNA by using pulsed-field gel
electrophoresis and Southern blotting techniques to size DNA between two cleavage sites, or
between a marker and the end of a telomere (7).

The RecA-AC/RARE technique is a useful technique for mapping and manipulating DNA and
should continue to prove helpful in large-scale genome analysis studies of the future. One limitation
to the technique is the number of sequences recognized by both a restriction enzyme and a
methyltransferase. As more restriction enzyme/methyltransferase pairs are isolated or developed, the
technique will be come even more useful.
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Acridine Dyes

Acridines are fused linear tricyclic aromatic molecules of planar geometry. Aminoacridine (Fig. 1)
was originally developed as a topical antibacterial agent and is one of the most widely used and
studied acridines. It is a strong base (pK , 9.9) due to the resonant amino group and is largely ionized

at physiological pH. Acridines are typical DNA-intercalating ligands, binding tightly but reversibly
to double-stranded DNA by insertion of the aromatic chromophore between adjacent base pairs, with



the long axis of the acridine parallel to the base-pair axis, ensuring maximum overlap in the binding
site (1, 2). It was originally hypothesized by Brenner et al. (3) that acridine-induced mutations arise
through the addition or deletion of a single base pair, an event described as frameshift mutagenesis.

Figure 1. Structure of the mutagen 9-aminoacridine.
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9-Aminoacridine is a strong mutagen in the rll region of bacteriophage T4 (4), in the CI gene of
lambda phage (5), at various loci in Escherichia coli (6), and at the hisC3076 locus in Salmonella
typhimurium (7). This and related simple acridines cause frameshift mutagenesis, especially in
monotonous runs of repeated sequences. In mammalian cells their activity is somewhat weak and
variable. They appear not to be causing frameshifts (at least in the most commonly used mammalian
assays), but are mutagenic through weak ability to break chromosomes (8).

Substitutions on the acridine ring profoundly affect the mutagenic characteristics of these
compounds, which have been divided into seven subgroups according to their distinctive mutagenic
characteristics (2). 9-Aminoacridine and related simple compounds form the first group, while
proflavine and other 3,6-diaminoacridines form the second group. The 3,6-diamino groups increase
DNA binding affinity, and these compounds resemble 9-aminoacridine in having frameshift
mutagenic activity, but are also substrates for metabolic activation (9). They are also readily
activated by visible light into other products that are mutagenic in the Sa/monella mutagenicity test
(Ames test) (10). Some of these compounds and also the third class of quaternized acridines have
considerable affinity for mitochondrial DNA. The fourth group of acridines retain DNA intercalation
activity, but also act as topoisomerase II (topo II) poisons (see DNA Topology).

Type 11 topoisomerases produce double-strand breaks in DNA during replication and transcription,
permitting strand passage through the transient break, which is then resealed by the enzyme. The
potent antitumor activity of 9-anilinoacridines of the fourth group, such as amsacrine (Fig. 2), is
thought to relate to their ability to stabilize the cleavable complex formed between topo Il enzymes
and DNA, thereby leading to an accumulation of double-strand breaks (11). These DNA breaks also
result in these compounds showing strong clastogenic and recombinogenic properties. A clastogen is
a physical, chemical or viral agent that produces chromosome breaks and other chromosomal
mutagenesis. The fifth group of benzacridines are characterized by a higher susceptibility to
metabolic activation, primarily through oxidative mechanisms (12). Benzacridines are primarily
base-pair substitution mutagens, producing a spectrum of mutagenic events that is fundamentally
different from that produced by other acridines and in which the acridine ring plays only a minor
role. The sixth group of acridines, epitomized by those originally developed in the Institute of
Cancer Research, Philadelphia, and widely known as ICR compounds (13), all carry an alkylating
moiety, usually a nitrogen mustard. These compounds are not only potent frameshift mutagens in
various organisms, but also cause base-pair substitution events in mammalian cells (2, 14). Although
the nitroacridines can be distinguished as a seventh group, they may alternatively be considered as a
subgroup of the previous class, because they can act as either simple acridines or as alkylators,
depending upon the position of the nitro substitution and the nitroreductase capability of the
organism concerned.



Figure 2. Structure of the 9-anilinoacridine amsacrine.
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Acrocentric Chromosome

An acrocentric chromosome has a single centromere that is localized at or near one end of the
chromosome (acro = extremity). One of the most common forms of chromosomal translocation
occurs when two acrocentric chromosomes fuse at the ends containing the centromeres (1). This is
called a Robertsonian event (Fig. 1). This generally leads to the formation of a metacentric
chromosome, where the new centromeric region appears at or near the middle of the new
chromosome. Robertsonian events lead to a decrease in the apparent number of chromosomes. Much
of the variation in the number of chromosomes in the members of a family or genus is related to this
type of acrocentric chromosomal fusion. Whereas the number of chromosomal arms remain
relatively constant, counting two for a metacentric chromosome and one for an acrocentric, the



number of chromosomes can vary widely. For example, most dogs have either 32 to 38 or 18 to 21
autosomes (any chromosome other than the X- or Y-chromosomes), but 34 to 38 chromosomal arms.
Those with the greater number of autosomes have larger numbers of acrocentric chromosomes (2, 3).
In genomes whose karyotypes contain exclusively acrocentric chromosomes (e.g., that of the house
mouse, Mus musculus), rapid chromosome identification can be achieved via whole-chromosome

painting techniques, e.g., spectral karyotyping (4).

Figure 1. Robertsonian translocation occurs when two acrocentric chromosomes fuse to create a single metacentric
chromosome.
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Acrosome

The acrosome is an organelle of the spermatozoon that covers the apical part of the sperm head. This
organelle comprises an outer acrosomal membrane, an inner acrosomal membrane, and plasma
membranes. The acrosome plays an important role during the early stages of fertilization, in that the
acrosome and its associated molecules mediate recognition of the egg to be fertilized. Although
acrosome morphology varies with the species, the function of the acrosome and its contents as
regulating elements during the early stages of fertilization are fairly similar among species. The



acrosome contains proteolytic enzymes (see Proteinases) as well as proteins for binding to the zona
pellucida and plasma membrane of the Egg (1). Therefore, the associated molecules of the acrosome
have been proposed as targets for nonhormonal antifertilization agents.

1. Primary Ligands

The primary ligands are proteins that are located on or close to the acrosome; their function is to
ensure that recognition between the gametes is species-specific. This is especially necessary in
animals with extracorporal fertilization (eg, frog and sea urchin). On the surface of the acrosomal
cap, there is a plethora of adhesion molecules (2), but their origin is not in all cases clear. Sperm
adhesins become associated only upon ejaculation (3). Many of these primary ligands, such as
galactosyltransferase (4), are lectins and bind to O-linked oligosaccharides and glycans of the ZP3
receptor of the oocyte's extracellular matrix, the zona pellucida (5, 6). Other proteins were
discovered that induce metabolic events; a 95-kDa protein was detected that induces
phosphorylation events (7).

One of the most fascinating events during the early stages of fertilization is the acrosome reaction .
After the initial contact of the sperm with the zona pellucida of the oocyte, and under the influence
of progesterone (8), a unique event called the acrosome reaction takes place, which is calcium-
dependent (9). Although in mammals the acrosome reaction can be induced without zona pellucida
glycoproteins, they act in a catalytic manner (10). The acrosome reaction involves exocytosis of the
outer membrane, causes the formation of hybrid vesicles, and leads to exposure of the inner contents
of the acrosome. In many invertebrates, such as starfish, sea cucumbers, or sea urchin, a
polymerization event takes place that results in the formation of actin filaments. In mollusks, the
actin filaments are already present in the unreacted spermatozoon and exposed on activation.

Recent investigations report the presence of the inositol phosphate system in mammalian sperm. It
involves the activation of a sperm receptor that stimulates a G-protein. This activates
phospholipase C, which cleaves subsequently phosphatidyl inositol diphosphate (PIP,) into

diacylglycerol and inositol triphosphate (IP;). IP; triggers the release of calcium from intercellular

stores, and diacylglycerol activates protein kinasekinase C, which is calcium-dependent. This causes
proteins to be phosphorylated and leads subsequently to the acrosome reaction (11). Upon their
exposure, the molecules within the acrosome become important for the fertilization process.

2. Secondary Ligands: Acrosin/Proacrosin

A major component of the inner acrosome is the protein proacrosin . This is the best-characterized
molecule of those involved in the early stages of fertilization. It is important for local lysis of the
zona pellucida and therefore plays a central role at the stage of sperm penetration. Proacrosin is
stored as its inactive form, a zymogen. On raising the pH, or on contact with zona pellucida
glycoproteins, the zymogen converts into its active proteolytic form, acrosin . This is accomplished
by several intramolecular reorganizations (12). Proacrosin is a two-polypeptide chain molecule and,
typical of serine proteinases, the heavy chain starts at residue Val24. Major alterations of the
molecule involve proteolytic cleavage of the proline-rich C-terminal tail, cleavage of the light chain,
and linkage to the heavy chain via disulfide bonds.

Proacrosin is a multifunctional protein; it does not act solely as a proteinase, but is also a fucose-
binding protein (13). The molecule shows high binding affinity for fucoidan, heparin, and zona
pellucida glycoprotein preparations (14). The primary mechanism of proacrosin binding to the zona
pellucida is not only an interaction with carbohydrates, but involves positively charged amino acid
residues of the proacrosin and negatively charged sulfate groups of the zona pellucida glycoproteins.
Homology modeling of proacrosin revealed that the groove for binding to the zona pellucida
contains loops in which the positively charged amino acids are located. The active site for proteolytic
activity is located in the center, surrounded by the positively charged amino acids. The binding



groove and proteolytic center appear to form a single reactive unit, even though they are located on
different regions on the polypeptide chain. The proteolytic activity could be blocked without
affecting proacrosin's binding characteristics.

The arrangement of the binding site and proteolytic center suggests two major tasks of the enzyme
during fertilization. The molecule recognizes the zona pellucida specifically, binds to it, and digests
it locally to promote sperm entry through the extracellular matrix. However, there must be further
binding and proteolytic proteins involved in fertilization, as mouse knockout strains lacking the
proacrosin gene did not produce infertile males (15); other molecules must be able to take over the
role of proacrosin. On the other hand, male mice with a functionally active proacrosin gene
demonstrated a significantly greater fitness in terms of reproductive success in a competition-mating
experiment with the proacrosin knockout mice (16). Although proacrosin is the major compound of
the acrosomal vesicle, there are further adhesion proteins. Fertilin , formerly designated PH-30, is a
molecule that is involved in interactions between the sperm and egg (17, 18).
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Actin

Actin is one of the most ubiquitous and conserved eukaryotic proteins. While actin was originally
isolated and studied as part of the contractile apparatus of muscle (see Thin Filament), we now know
that actin is found in virtually all eukaryotic cells and can be the most abundant protein present.
Actin forms part of the cytoskeleton in nonmuscle cells and is involved in the maintenance of cell
shape as well as cell dynamics and motility. The active form of actin is a helical polymer called F-
actin (F for filamentous), assembled from monomeric subunits of G-actin (G for globular). Actin
exists in a number of very similar isoforms (88% amino acid identity between yeast cytoplasmic
actin and human muscle actin), and these isoforms display tissue, rather than species, specificity (1,
2). Thus, human cytoplasmic actin is much closer in sequence to yeast cytoplasmic actin than it is to
human muscle actin. The actin monomer contains 374-376 residues, varying with the isoform, and is
about 42k MW.

Actin interacts specifically with over 40 other proteins, and many of these interactions fall into
separate classes. There are proteins that control the polymerization state of actin by nucleating,
capping, or severing filaments [such as gelsolin, profilin, cofilin, and the b-thymosins (3-7)], proteins
that crosslink actin filaments together into gels and bundles [such as a-actinin, villin, and fimbrin (8-
10)], and proteins that regulate the interactions of myosin with actin [such as tropomyosin,
troponin, calponin, and caldesmon (11), (see Thin Filament)]. In addition, many glycolytic enzymes
bind actin, and it has been suggested that this provides spatial organization to metabolic processes
via an association with the cytoskeleton (12). Other high-affinity interactions, such as between G-
actin and the endonuclease DNase I (see DNase 1 Sensitivity) (13), do not lend themselves to simple
explanations at this time.

Extensive biochemical, structural, and genetic studies have explored the properties of both G- and F-
actin. The most detailed structural information exists for G-actin, since X-ray crystal structures have
been obtained for complexes of G-actin with DNase I (13), gelsolin segment 1 (14), and profilin
(15). The G-actin structure consists of two domains, each with two subdomains. These domains were
originally called the “large” and “small” domains, but this terminology is not appropriate, as we now
know that the “large” domain only contains 51% of the mass of the subunit. The N- and C-terminii
are both located in the largest subdomain, subdomain-1. Between the two domains is a nucleotide-
binding cleft, normally occupied by ATP in G-actin and ADP in F-actin, as well as the high-affinity
metal-binding site. The subunit structure of G-actin is homologous to that of yeast hexokinase and
the ATP-binding domain of HSC-70, a chaperonin, suggesting a common evolutionary origin for all
of these proteins (16). It has been proposed that the bacterial protein FtsA has the same fold (17),
which would indicate that FtsA is a prokaryotic ancestor of the eukaryotic actins. It has already been
established that the bacterial FtsZ protein has a common structure with eukaryotic tubulins. Since
neither hexokinase nor HSC-70 polymerize, it is evident that actin's ability to polymerize does not
reside in any unique features of the secondary or tertiary structure, but rather evolved later. Thus,
establishing that FtsA has a common subunit structure with actin will not, in and of itself, reveal any
information about possible quaternary structures for FtsA.



Electron microscopic observations of F-actin (18-20) have been very useful in defining the
orientation of the subunit in the filament, as well as revealing aspects of structural dynamics. X-ray
fiber diffraction from oriented gels of F-actin has led to an atomic model for F-actin (21, 22), which
provides a starting point for understanding the molecular details of the interactions of actin with
many other proteins and ligands. However, many of the atomic details are still underdetermined by
the method of fitting the monomeric structure into the filament, since the X-ray fiber diffraction
pattern does not introduce all of the constraints needed. We thus have a general picture of the
orientation of the subunit in the filament, but still lack information about many of the atomic
interactions.

The subunit is oriented in the filament so that the two domains are nearly perpendicular to a plane
containing the helix axis (Fig. 1). The resulting filament is about 100 A in diameter, and subunits are
spaced axially by a 27.3 A rise along the filament axis. The change in the axial rise per subunit is
less than .08 A per subunit (<0.3%) when actin filaments in muscle are placed under full tension (23,
24), establishing that these filaments are relatively inextensible. Nevertheless, this amount of
extensibility is enough to complicate the interpretation of muscle mechanics. Subunits are related to
their axial neighbors by an ~167° rotation about the filament axis, giving rise to a 59 A pitch left-
handed helix (sometimes called the genetic helix). An interesting property of the actin filament is the
ability of subunits to rotate within the helix (25), and it has recently been shown that an actin-binding
protein, cofilin, can change the twist of the actin filament by 5° per subunit, without significantly
changing the axial rise per subunit (7). The helical geometry of actin also gives rise to two right-
handed long-pitch strands containing actin subunits related by a 54.6 A axial separation. These
strands typically have a mean pitch of ~700-760 A (with the differences in the mean being due to the
isoform, preparative conditions, associated proteins and ligands, etc.). The double-stranded character
of these helices give rise to “crossovers” in projection at half of the pitch, or about 350-380 A, but
these crossover spacings can be variable due to the angular freedom within the actin filament (25,
26).

Figure 1. The G-actin subunit is shown by a ribbon representation (39) based upon the structure determined by X-ray
crystallography (13). The degree of sequence conservation in actin is indicated by the fact that the only residues (45
out of 375) that differ between vertebrate striated skeletal muscle and yeast cytoplasmic actin are indicated by the
asterisks. The four subdomains of actin are labeled S1-S4, and the most conserved part of the molecule is subdomain
2, with only 2 substitutions out of 38 residues between these two isoforms. The cleft between the two domains is
occupied by ATP and a bound metal (indicated by the sphere). Adapted from Orlova et al. (40).



Every subunit in the actin filament is oriented with the same polarity, which gives rise to the overall
polarity of the filament. This polarity has been described as the filament having a “barbed” end and a
“pointed” end, based upon the morphological polarity that appears in electron micrographs when
actin filaments are extensively decorated by the binding of proteolytic fragments of myosin, such as
S1 or HMM (heavy meromyosin). This decoration generates a chevron appearance caused by all
myosin molecules binding to the actin filament with an angle of about 45°. The morphological
polarity has been related to a kinetic polarity apparent during in vitro polymerization, since the
barbed end is the fast-growing end and the pointed end is the slow-growing end.

The helical symmetry of the actin filament is often described as 13/6 or 28/13, meaning that it has a
helical repeat of 13 subunits in 6 turns of the 59 A helix, or 28 subunits in 13 turns. The helical
repeat is the distance that a subunit must be translated axially to bring it into register with another
subunit. An ideal 13/6 helix would have crossovers every 355 A, with each crossover containing a
helical repeat, while an ideal 28/13 helix would have crossovers every 382 A, with two crossovers
per helical repeat. However, there is no reason to believe that the helical symmetry needs to be
described as a ratio of small integers, as there is an infinitesimally small change in structure from a
symmetry of 13/6 to one of 1301/600 (a rotation of ~0.1° per subunit), but the helical repeat changes
from 355 A to 35,517 A! The actual symmetry of the actin filament is entirely defined by the
interactions between one actin subunit and four nearest neighbors (-2 and 2 along the same long-
pitch strand, and —1 and +1 on the opposite strand). In the absence of accessory proteins [such as
tropomyosin, which binds to seven actin subunits along the same long-pitch strand (see Thin
Filament)], all changes of state must be propagated by such local interactions. Nevertheless, many in



vitro experimental observations have shown that pure actin (in the absence of accessory proteins) can
have long-range cooperative interactions within a filament (20, 27-29).

The flexibility of the actin filament has been studied by many methods, including spectroscopy (30),
light microscopy (31), and electron microscopy (32, 33). Most studies have suggested a persistence,
or correlation, length of about 67 pm. This indicates that an actin filament much shorter than 6—

7 um can be treated as a rigid rod, while a filament much longer than 6—7 pm can be treated as a
random coil. The persistence length does not suggest that a 6—7 um filament is approximated well by
a rigid rod, since an actin filament only 0.6 um in length (one-tenth of the persistence length) will
have a characteristic fluctuation of tangents at the two ends of about 25°.

Actin polymerization has been studied in vitro in great detail and is induced by raising the salt
concentration. As for almost all other protein polymers in the cell, the assembly process involves the
noncovalent binding of subunits to each other, such that every subunit (with the exception of
subunits at the filament ends) is in the same environment. Probably more is known about the in vitro
polymerization of actin than for any other protein polymer, but new findings suggest that the in vivo
regulation of actin assembly involves the interactions with many other proteins and may be greatly
different from what occurs in vitro (34). Polymerization can occur in vitro when the subunit
concentration is above the critical concentration, which is the concentration of the monomer that
would be at equilibrium with a population of polymers (see Treadmilling). Polymerization in vitro
also requires that a monovalent salt, such as NaCl, be present at a concentration of ~100 mM, or a
divalent salt such as MgCl, be present at ~1 mM.

Actin has a single high-affinity metal binding site, which has a greater affinity for Ca?" than for
Mg2+. However, due to the much higher concentrations of Mg2Jr than Ca2* present in vitro, it is
expected that this site will be occupied by Mg2+. This has been shown experimentally to be true in

muscle (35), where the Mngr concentration is three orders of magnitude higher than the Ca®"
concentration. Actin also has 5-10 lower affinity metal binding sites (36). The spontaneous
nucleation of actin filaments is often the rate-limiting step in actin polymerization in vitro, since the
subsequent growth of existing filaments can occur rapidly. Within the cell, however, there is good
reason to believe that actin polymerization occurs under the control of other proteins which serve to
nucleate and cap growing filaments, and it is possible that spontaneous self-nucleation of actin
filaments may never occur.

Actin polymerization is also loosely coupled to the hydrolysis of the bound nucleotide. While almost
all attention has been focused on the primary nucleotide-binding site, actin also has a second
nucleotide-binding site with mM affinity (37). Since this site is likely to be occupied in cells such as
muscle where there exists a millimolar concentration of ATP, it remains to be seen whether this
second site plays a physiological role. It is known that the nucleotide hydrolysis is not required for
polymerization, since G-ADP actin can polymerize, as can G-actin subunits containing
nonhydrolyzable analogs of ATP. The role of ATP hydrolysis is to actually destabilize the filament
(38), allowing for depolymerization to occur more readily. ATP hydrolysis lags behind the initial
polymerization event and occurs once a subunit is part of the polymer. The cell therefore uses the
energy of ATP hydrolysis to allow for the dynamic assembly and disassembly of actin filaments, in
contrast to less dynamic components of the cytoskeleton, such as intermediate filaments. The energy
of ATP hydrolysis can also be used to drive treadmilling, where there is a unidirectional flux of
subunits through a filament.
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Actin-Binding Proteins

1. The Actin Microfilament System

Actin was identified more than 50 years ago as an essential element of the force generating apparatus
of muscle cells (1, 2). Together with myosin, tropomyosin, and a large number of other proteins,
actin filaments constitute sarcomeres, which are ordered serially along contractile myofibrils (3, 4).
In the mid 1960s, actin (5) and myosin (6, 7) were recognized as major structural components of the
eukaryotic cytoplasm (8-10); for an early review of the field see (11). The unexpected observation
that actin was the inhibitor of DNase I (12), and that the DNase inhibitor could be crystallized (13),
led to the identification of the actin monomer-binding protein, profilin (14). The properties of
profilin seemed to explain how unpolymerized actin could exist at high concentrations in cells
without spontaneously polymerizing (15). It is now known that there are several other proteins
controlling actin polymerization, and today the family of actin-binding proteins contains over 100
members including proteins that sequester actin monomers (profilins, thymosins), sever (gelsolins),
depolymerize (cofilins), and cross-link (villin, fimbrin) actin filaments. Further characterization of
the nonmuscle myosins (16), and an increased appreciation of the role of polymerization of actin
suggests how cells can extend pseudopods and drag themselves along extracellular matrices (17, 18),
and exhibit the high degree of motility seen on the surface of lymphocytes and in malignant cancer
cells. This entry will describe general characteristics of actin-binding proteins, the analysis of which
in many cases has reached the atomic level.

Actin is an obligatory component of all eukaryotes, and is one of the most highly conserved proteins
during evolution. Its sequence has varied less than 10% during the last 1200 million years (19). In
mammalian cells, six different isoforms are known, of which the muscle specific a-isoform and the
nonmuscle b-isoform are the most studied [for review, see (20)]. On the basis of structural homology
an actin-related protein, FtsA, which is involved in cell division, has been recognized in prokaryotes
(21). Also, in eukaryotes, there are several actin-related proteins, ARPs (22).

Actin can be kept in a monomeric form only under low salt conditions or in the presence of actin
sequestering proteins (review 20). Under physiological salt conditions, actin polymerizes into long
filaments. In this form, actin participates in force generation and motile activity. The actin filament is
polar, with a rapidly growing (+)-end (barbed end) and a slow growing (—)-end (pointed end). In the
cell, actin filaments grow by addition of monomers at the (+)-end, which is located at the outer edge
of cell surface protrusions: lamellipodia and filopodia. In the submembraneous zone all round the
cell, actin filaments are organized into sheets and bundles held together along their lengths by a
variety of crosslinking proteins, which differ in length and flexural rigidity.

The myosins vary in structure; some are globular in shape, like myosin I, and do not polymerize,
whereas others have a long a-helical, supercoiled, rod domain and can form filamentous
superstructures in the cytoplasm (16). Together, actin and myosin transduce chemical free energy of
adenosine trisphosphate (ATP) to mechanical work, not just in muscle cells, but in all eukaryotic
cells. In different states of organization, the actomyosin system, is responsible for muscle
contraction, cell locomotion, and cell division, and for many different local cellular transport
processes (4). In nonmuscle cells, the actomyosin system is referred to as the microfilament system.



It is based on the organization of actin filaments, whose formation, organization and activity depend
on the activity of a large number of actin-binding proteins, including myosin.

Microfilaments are present in particularly high concentrations in close apposition to the inner leaflet
of the lipid bilayer (23-27), where they are directly or indirectly linked to cell surface proteins
(receptors and adhesion proteins) continuously probing the extracellular environment. The lipid
bilayer of the plasma membrane has been likened with “light machine oil” (28). It is an excellent
electrochemical barrier, but it is the dense cortical weave of microfilaments which confers
mechanical stability and deformability to the cell surface. Thus, the microfilament system can be
viewed as an integral part of the physical barrier that separates the cellular contents from the outside
world.

One of the first submembraneous actin-containing superstructures to be characterized was the red
blood cell cortical network consisting of actin and the actin-binding proteins tropomyosin, spectrin
and band 4.1 (29). Linkage to the plasma membrane is provided by the spectrin-binding protein
ankyrin, which binds to the transmembrane anion channel band III, and band 4.1 (an ERM protein,
see below), which interacts directly with the transmembrane protein glycophorin. The adaptability of
the shape of the red blood cell to the compressive forces present in the low-bore blood capillaries
reflects the elastic properties of the spectrin:actin network. In the intestinal epithelium (30, 31, and
refs. therein), microvilli on the apical surface of the cell are formed by tightly packed actin filament
bundles stabilized by the actin crosslinking proteins villin and fimbrin (Fig. 1). The presence of
nonmuscle myosin in these structures suggests that active movement may be involved in the
resorptive process.

Figure 1. Structural organization of a microvillus. Among the simplest and best studied cell surface structures are the
microvilli on polarized epithelial cells, especially those on cells of the intestinal epithelium. The majority of the
proteins involved in the architecture of the microvillus have now been identified and characterized. Most of them are
essential for the survival of the organism. In some cases their three-dimensional structure has been determined. It is
still unclear how the assembly of the microvillus takes place and how it is controlled, how dynamic microvilli are, and
what their contribution to uptake of nutrients is. The construction of a microvillus on apical surface of an intestinal
epithelial cell is shown here. Many of the microvillar proteins also occur in other cell surface structures. An exception
is villin, which is confined to the microvilli of a few cell types. In addition to villin, the major actin-binding proteins of
the microvillar core are ezrin, fimbrin, and myosin-I. Drawing from Fath and Burgess 1995, Curr. Biol. 5, 591-593.
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Specializations of the membrane-associated actomyosin system are found in all sensory organs, ie
chemomechanical transduction in the actomyosin system is essential to the ability of the organism to
perceive perturbations in the environment. For instance, the cellular basis for the sense of hearing
lies in the microfilament-rich stereocilia in the hair cells of the inner ear, which convert subtle
changes in the ambient air pressure to electrical signals transmitted to the brain via nerve impulses
(32). Similarly, the mechanosensory cells in the skin confer the sense of touch (33).

Macrophages, lymphocytes, and neutrophils, which are highly motile cells, exploit the full potential
of the cortical microfilament system as they forcibly move through and along extracellular matrices.
When macrophages contact foreign invaders, the versatility of the cell cortex allows them to adapt
their own surface structures as they engulf the pathogen.

The process of cell migration depends on the coordination of four major events involving
microfilament reorganization: extension at the leading edge of membrane lamellae and filopodia,
attachment to extracellular structures via transmembrane adhesion molecules, development of
intracellular tension, and release of trailing end attachments with retraction of trailing ends (18, 27,
34, 35). The protrusion of lamellae at the advancing edge is driven by polymerization of actin
filaments at focal complexes containing their fast growing ends at the plasma membrane, and
crosslinking of formed filaments (24, 25, 36, 37). Clustering of transmembrane adhesion proteins,
integrins, gives rise to focal adhesion sites (Fig. 2) linking extracellular matrix proteins to bundled
actin filaments on the inside of the plasma membrane (38). The importance of the focal adhesions in
transmembrane signalling is emphasized by their association with kinases regulating signal
transducing protein:protein interactions and enzymes generating second messengers controlling not
only the microfilament system, but also gene transcription (39). Several actin-binding proteins are
targetted to these sites, contributing to formation of the integrin:actin filament linkage. The
association of linkage proteins like talin, tensin, and vinculin appears to be controlled by

phosphorylation. Myosin is activated through Ca2+-dependent processes (40, 41), and the regulated




deployment of myosin molecules leads to the generation of the forces needed for cell motility and
other translocation processes. Release of adhesion at the trailing end of a migrating cell is controlled

by Ca®" and is followed by endocytosis of the integrins and their recycling to advancing cell edges
(42). Used filaments are depolymerized, a process which involves the actin monomer- and filament-
binding protein ADF (or cofilin) (17), and sequestered forms of unpolymerized actin are reformed
(see Fig. 3).

Figure 2. Proteins of focal adhesion sites. Adherens junctions comprise both cell:extracellular matrix contacts,
exemplified by focal adherens in tissue cultured cells, and intercellular junctions such as the zonula adherens between
epithelial cells. The regulated assembly of adherens junctions is essential to a diversity of cellular functions including
wound healing, anchorage-dependent cell proliferation, adhesion, and migration. Assembly of an adherens junction
may be initiated when an integrin of the bl subfamily binds to its extracellular matrix ligand, when a cadherin
recognizes an identical molecule on a neighboring cell, or when a growth factor activates its receptor. These ligand—
receptor interactions result in establishment of a physical connection between the extracellular ligand and the actin
cytoskeleton. Efforts to elucidate these linkages have implicated vinculin as one of the connecting molecules in a chain
that involves binding of the bl subunit of integrin to talin, talin to vinculin, vinculin to a-actinin, and a-actinin to
filamentous actin. It is now known that vinculin also can bind directly to actin filaments. How the initial ligand—
receptor interactions trigger recruitment and organization of the multiple proteins found at an adherens junction is
unknown, but recent evidence suggest that the activities of tyrosine kinases, tyrosine phosphatases, protein kinases and
members of the Rho family of small GTPases are involved. (Drawing from M. C. Beckerle (1997) Bioassays 18, 949—
957)
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Figure 3. Links between the phosphatidylinositol and the cell motility cycles. Binding of growth factors like platelet-
derived growth factor and epidermal growth factor to their cognate receptors activate the kinases activities of the
receptors resulting in phosphorylation of a number of tyrosines on the cytoplasmic part of the receptor. This leads to
activation of the signal transduction elements Cde42, Rac and Rho which control outgrowth of filopodia, membrane
lamellae and the formation of stress fibers, respectively (64). There is only little information so far regarding the



mechanism of activation of these small GTPases and how they relay the signal to the phosphatidylinositol (PI) cycle.
Receptor activation is followed by an immediate increase in the activity of kinases that form PtdIns 4,5-bisphosphate
(PIP2) and PtdIns 3,4,5-trisphosphate (PIP3). Profilin, gelsolin, CapZ, a-actinin, vinculin, the ERM family of proteins
all bind these phosphoinositides, which influence their activity in the microfilament-based cell motility cycle (CM-
cycle). Phosphoinositides binding to CapZ or gelsolin unblock the (+)-end of actin filaments allowing incorporation of
profilin:actin at that site. Profilin:actin is then dissociated and the actin monomer becomes stably incorported into the
growing filament. Cross-linking of filaments by proteins like fimbrin gives rise to the ensembles of filaments seen in
membrane lamellae and filopodia which function together with myosin in the contractile phase of cell motility.
Calcium ions play important roles in regulating both the actomyosin interaction and the depolymerization of actin
filaments. The depolymerization is facilitated by the dephosphorylated form of cofilin and the actin monomer
sequestering proteins thymosin and profilin (rev. 163). Another branch of signal transduction from the growth factor
receptor activates the gene program that leads to DNA synthesis and cell division. Grb and Sos are small proteins
acting as signal transduction elements activating the small GTPases Ras, which in turn activates the serine/threonine
kinase Raf. The further signalling pathway is complex invlving mitogen activated protein kinases, MAPKK and
MAPK (for review, see Cell 1998, 95, 447-450). Other abbreviations: IP3, inositol trisphosphate; IP2, inositol
bisphosphate; IP, inositol monophosphate; DG, diacylglycerol; Pha, phosphatidic acid; CDP-DG, cytidyldiphosphate-
diacylglycerol; PI, phosphatidylinositol.
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Thus, the combined action of protein factors controlling polymerization, crosslinking and tension
development in the cell cortex is initiated by transmembrane signalling. Controlling the timing and
position of sites of polymerization at the cell surface is a potent means of regulating shape change.
An astonishing variety of well-ordered, yet dynamic, structures are possible, reflecting the



mechanical properties and specificities of the different kinds of actin bundling proteins and
junctional connectors. Their timed and coordinated formation prevents the appearance of random
rigid networks, which would be incompatible with the well-orchestrated movements seen.

2. Signal Transduction and Restructuring of the Actin Microfilament System

Cell surface receptors continuously monitor the extracellular milieu and pass signals to the
cytoplasm by generating second messengers of various kinds which either stimulate or inhibit the
activity in the microfilament system. Addition of growth factors to serum-starved cultured cells
causes the immediate outgrowth of membrane lamellae and filopodia, events that depend on the
polymerization and organization of actin. About 60 seconds later, there is a generalized increase in
motile activity of the cells, including restructuring of the actin-containing stress fiber system and
translocation of the cell. Observations of this kind have been made both with epidermal growth
factor (EGF) (43) and platelet-derived growth factor (26). In the case of EGF, a significant fraction
of the receptors was found in direct association with microfilaments, and a binding site for actin on
the receptor has been identified (44, 45).

The phosphatidylinositol-cycle (PI cycle) is coupled to activation of the microfilament system (46).
Ligand-induced, receptor-mediated activation of kinases generate phosphatidyl inositol 4,5-
bisphosphate (PtdIns 4,5-P2) and phosphatidyl inositol 3,4,5-trisphosphate (PtdIns 3,4,5-P3) (47,
48), both of which affect the activity of actin-binding proteins. Profilin, gelsolin, a-actinin, vinculin,
ERM family of proteins, and myosin all bind PtdIns 4,5-P2, and/or PtdIns 4,5-P3. Stimulation of
platelets with low concentrations of thrombin causes a transient increase in polyphosphoinositides
during the first 10 sec (49). This is accompanied by an equally transient transformation of
unpolymerized actin into filaments. This initial polymerization is over in about 10-20 sec (49). The
immediate precursor for this polymerization appears to be profilin:actin, since increased amounts of
free profilin appears in cell extracts after stimulation. Within 2 min, these filaments become
organized into supramolecular structures by the action of crosslinking proteins stabilizing the
protrusions seen on the platelet surface (50-52). Simultaneous activation of phospholipase Cg-1
results in the hydrolysis of PtdIns 4,5-P2, releasing the second messenger inositol trisphosphate,

which causes release of Ca" ions from intracellular Ca®" stores (53). Calcium ions are involved in
activation of the actomyosin interaction and thereby force generation.

In addition to connections to the phosphatidyl inositol signal transduction cycle, the microfilament
system is linked to the cAMP-dependent signalling system. Agonists causing increasing levels of
cAMP often inhibit actin polymerization (54). A connection between adenylate kinase pathways and
the actin monomer-binding protein profilin was suggested by genetic studies showing that increased
levels of profilin could compensate for the deletion of the C-terminal domain CAP of the cyclase
(55, 56). In platelets, the actin-binding protein, vasodilator-stimulated protein VASP is
phosphorylated by cAMP- and cGMP-dependent kinases (57), which then correlates with the
inhibition of microfilament reorganization.

The proteins involved in controlling the organization and function of the microfilament system are
part of multiprotein signal transduction complexes. Several of these proteins have been identified as
products of protooncogenes, ie proteins which in mutated form may cause cancer (58, 59). In these
signal transduction complexes the proteins are linked together by adaptor modules in linker proteins
such as SH2, SH3, and WW domains which recognize specific features of short polypeptide
stretches, especially phosphotyrosine-containing and polyproline sequences (60). An example is the
oncogene product Vav that has several such binding motifs suggesting how it links signal
transduction at the cell surface to restructure the cortical cytoplasm (61). Vav possesses many of the
homology domains commonly found in signal transduction complexes, comprising a
phosphotyrosine-binding SH2 domain, two proline-rich peptide recognizing SH3 domains, a
phosphatidyl inositol 4,5-bisphosphate recognizing PH domain, a guanine nucleotide exchange
factor DH-domain, two cysteine-rich nuclear transcriptionally important LIM domains, and an actin-



binding calponin homology domain. The clearest demonstration that these functional linkages
actually lead to nuclear transcription is that the production of Interleukin-2 (IL2) requires Vav-
dependent actin cap formation in activated T-cells (62, 63).

Outgrowth of filopodia and membrane lamellae, and the formation of stress fibers, which are
manifestations of the activation of the microfilament system by different kinds of ligand:receptor
interactions, all depend on the activation of members of the Rho subfamily of small GTPases for
their control. The small GTPase Cdc42 appears to control formation of filopodia, Rac controls
membrane lamellae and Rho stress fibers (64). There is only little information so far as to how the
receptor-mediated transmembrane signal is relayed to the GTPases and what their downstream
targets are. It has been shown with permeabilized platelets that ligation of the thrombin receptor, and
activated Rac, uncap actin filament (+)-ends through phosphoinositide synthesis (65). Some of the
microfilament-controlling, signal transduction elements mentioned below interact with small
GTPases. Interestingly, moesin (see below), an actin-binding protein linking actin filaments to
transmembrane receptors, is required for Rho and Rac effects on the actin filament system (66).

VASP belongs to a growing collection of related proteins that are involved in stimulation of
assembly of actin filaments in vivo (67-69). In moving cells, it is found in highly dynamic membrane
regions and in integrin-rich adhesion plaques. Molecular cloning of VASP has established that it has
both a central proline-rich core, which interacts directly with profilin (68, 70), and an actin-binding
site. In cells, the primary site of growth of actin filaments is thought to be at advancing cell edges,
and profilin:actin heterodimers are believed to be guided into this site by VASP (71). High
concentrations of VASP appear to be targetted to focal adhesion sites by zyxin (72). Zyxin also binds
a-actinin and Vav suggesting that orderly assembly of crosslinked actin networks can proceed at
these locales. In addition to binding profilin and zyxin, VASP binds to the SH3 domains of the src-
family of protein kinases (69), thus integrating signal transduction via phosphorylation with the
ordered assembly of cortical structures in locally specialized sites (63). VASP and vinculin
complexes can be immunoprecipitated out of cell extracts with either antivinculin or antiVASP
antibodies, and recent experiments have demonstrated that the interaction between the two proteins
is enhanced by PtdIns 4,5-bisphosphate binding to vinculin (73).

VASP has come to prominence owing to its relevance to the understanding of the movement of the
bacterium Listeria through the host cell cytoplasm (74). Listeria expresses a proline-rich protein on
its surface called ActA (zyxin-like), which binds to the modular proline-binding SH3-domain of
VASP. Apparently, VASP can attract profilin:actin complexes to sites of polymerization on the
surface of the bacterium, generating a propulsive force. There are many examples of pathogenic
microorganisms that have acquired host cell genes that code for proteins that modulate the behavior
of the microfilament system for the purpose of invasion, locomotion in the cytoplasm, and cell-to-
cell spreading.

WASP is a multidomain, actin-binding protein, which is defective in patients afflicted with Wiskott-
Aldrich syndrome (75, 76), a disease characterized by severe thromifocytopenia and
immunodeficiency. WASP is specific to hematopoietic cells, which in case of WAS have a paucity
of surface filopodia and other shape abnormalities (77). The small GTPases Cdc42 and Rac bind
directly to WASP (78-80). WASP is also a binding partner for Src family of protein tyrosine kinases

(81).

A protein homologous to WASP, N-WASP, is more widely distributed. N-WASP is concentrated at
nerve terminal regions in the post synaptic density, and coexpression of Cdc42 and N-WASP
induces extremely long actin-based filopodia in cells (82, 83). Its involvement in the formation of
membrane lamellae and filopodia may be controlled by phosphoinositides in the plasma membrane.
It contains a pleckstrin homology PH domain and a cofilin homology domain. Furthermore, N-
WASP has been shown to be essential for the actin polymerization-dependent movement of the
bacterium Shigella flexneri (84).



WIP is a recently discovered WASP interacting protein that is important for cortical actin assembly
(85). WIP contains both profilin- and actin-binding regions, which like in VASP, are near each other
in the protein sequence suggesting that they constitute the binding site for a profilin:actin
heterodimer to be added to a growing actin filament. The small signal transduction GTPase Cdc42
binds to WASP (78, 79), but not to WIP. Thus, WIP function may be regulated by Cdc42 via WASP.
Stimuli that activate Cdc42 may target the WASP-WIP complex to the actin filament system via
interactions between the WH1 domain of WASP and the proline-rich ABM1 motifs of structural
proteins such as zyxin and vinculin. The presence of SH3 binding motifs in both WIP and WASP,
and the capacity to bind to the adaptor protein Nck (86), suggest that the WASP-WIP complex
couples additional signaling pathways to the actin filament system.

Formins are profilin and actin-binding proteins from S. cerevisiae. They direct the determination of
cell polarization and cytokinesis (87 for refs.). In response to a-mating factor, the formin Bnilp
forms complexes with the active form of Cdc42, actin, profilin, and actin associated protein Aip3p
(88-90). These proteins localize to the tips of mating projections suggesting that the formin is a
target for Cdc42, linking the pheromone response pathway to activation of the actin system.

The formin family of proteins is also important in limb and kidney development in vertebrates (91).
Mutations in formins lead to defects in the contractile ring formation during cytokinesis, causing the
appearance of multinucleated cells. Formins are localized both in the cytoplasm and the nucleus of
the cells. FH-proteins, defined by the presence of ‘formin homology’ regions, are important for a
number of actin-dependent processes, including polarized cell growth and cytokinesis. They are
large, probably multi-domain, proteins and their function may in part be mediated by an interaction
with profilin.

IQGAP is yet another actin-binding, multidomain, regulatory protein (92). It was originally
described as a 190-kD protein with extensive sequence similarity to the catalytic domain of RasGaps
(91). These proteins control the activity of small regulatory GTPases by stimulating their GTPase
activity. Subsequently an IQGAP2 was described as a liver-specific protein with a 62% homology to
IQGAP1 (93). However, so far no GAP activity has been found in relation to the GTPases examined.
Both IQGAPs have several copies of a ca 50 amino acid long internal repeat (IR), a single WW
(SH3-like) domain presumably binding to proline-rich sequences, a number of calmodulin-binding
1Q motifs, and a putative actin-interacting calponin homology CH domain. In transient transfection
of COS-7 cells with epitope-tagged Cdc42, it was demonstrated that IQGAP is present in the
advancing lamellae of motile cells, and a major in vivo target of activated Cdc42 (94). The IQGAP1
binds to filamentous actin in vitro via its N-terminal domain and cross-links actin filaments in a
Cdc42-dependent manner (95). Recently IQGAP1 was implicated in the regulation of E-cadherin-
mediated cell-cell adhesion (96).

In fission yeast, Schizosaccharomyces pombe, the rng2 gene codes for an IQGAP-related protein,
rng2p. The mg2p is located in the actomyosin ring and the spindle pole body and is required for the
assembly of the actomyosin ring at cytokinesis (97).

Paxillin is not known as an actin-binding protein, but it is involved in the control of the
microfilament system at the adhesion contacts. It was detected as a 68-kD phosphotyrosine-
containing protein in RSV-transformed cells, and was later purified from smooth muscle cells (98,
99). Many features of paxillin suggest that it functions in signalling events at the adhesive
membrane. It is concentrated at focal adhesions, and it is tyrosine phosphorylated in response to
extracellular matrix binding and cell transformation. It binds in vitro to the elongated tail domain of

vinculin, and thereby links vinculin to the SH3 domain of the pp60°*'®, a component of focal
contacts. Integrins, which are the principal transmembrane proteins at these sites, do not seem to
bind directly to paxillin, and paxillin does not seem to bind either a-actinin or actin, but there is
evidence for direct association of paxillin to growth factor receptors. Adhesion of cells to an
extracellular matrix like fibronectin or laminin via transmembrane integrins results in increased



tyrosine phosphorylation of paxillin, and a similar increase in phosphorylation takes place in
connection with clustering of integrins in the plane of the membrane with antibodies. This
phosphorylation appears to be caused by activation of the focal adhesion-associated tyrosine kinase,

pp125FAK, and tyrosine phosphorylation of paxillin and pp125FAK initiated by cell adhesion is
accompanied by the appearance of organized actin-containing stress fibres. Mutagenesis of paxillin
has identified one of the paxillin LIM domains as being responsible for targetting this protein to
focal contacts (100)

Zyxin is a low-abundance phosphoprotein localized at sites of cell-substratum adhesion in fibroblasts
(72). It has an architecture of an intracellular signal transducer with a proline-rich domain, a nuclear
export signal, and three copies of the LIM motif. LIM is a double zinc finger domain found in many
proteins that play central roles in regulation of cell differentiation. Zyxin interacts with a-actinin,
members of the cysteine rich protein CRP family, proteins that display Src homology 3 (SH3
domains) and Vasp/Ena family members, which in turn bind to both actin and profilin. Zyxin and its
partners have been implicated in the spatial control of actin filament assembly as well as in pathways
important for cell differentiation. Based on its repertoire of binding partners and its behaviour, zyxin
is thought to serve an organizing centre for the assembly of multimeric protein machines that
function both at sites of cell adhesion and in the nucleus.

In summary, the major signal transduction pathways and mechanisms of activation have been shown
to be linked to the changes in the dynamic restructuring of the actin cortex: the phosphatidyl inositol
cycle and the cAMP second messenger systems and the small GTPase coupled signal transduction
mechanisms. All of this points to the growing realization that cytoplasmic signal transduction and
transcriptional events in the nucleus are so interwoven that discussions of sequential control by one
system or the other are oversimplifications. The idea that actin cortical movements are
“downstream” events of “upstream” effectors is similarly unjustified, since actively motile cells are
required for the generation of the signal itself.

There are perplexing aspects of polymerization-based propulsion of bacterial pathogens, and by
implication filopodial extension. WASP and N-WASP have actin-binding sequences. It is not clear
what the role of these proteins is in the regulation of actin polymerization at focal growth sites. It is
known that the polar actin filaments are oriented such that their fast growing ends are “pushing”
against the moving bacterial wall, or against the membranes of the advancing edges of lamellipodia
and filopodia. Actin-binding proteins such as WASP are anchored in these nascent growth
complexes (to ActA in the case of Listeria). The problem is to explain what happens when an
incoming actin monomer is presented as a profilin:actin precursor to the end of the growing filament,
since it would appear to be blocked by WASP. Another problem is to account for the free energy of
ATP hydrolysis that is made available by the actin polymerization reaction.

3. Further Links of Actin Filaments to the Extracellular Matrix

Cortactin is the name of two related proteins p80 and p85, which cross-link actin filaments close to
the plasma membrane. Cortactin was first recognized as a substrate for tyrosine-phoshorylation in

pp60°-transformed cells, but its presence has also been demonstrated in a variety of
nontransformed cells (101). Cortactins have internal repeats of 37 amino acid residues in the N-
terminal end of the molecule, which are necessary for their binding to actin filaments. In the C-
terminus there is an SH3-domain, and preceding that in the sequence there are proline and
serine/threonine rich regions. These latter parts of the molecule are not needed for actin-binding, and
their functions remain to be elucidated.

In non-transformed cells, cortactin is normally phosphorylated on serine and threonine, but becomes
transiently phosphorylated on tyrosine in response to growth factor stimulation, and on
transformation by activated cSrc. In platelets, cortactin becomes transiently tyrosine-phosphorylated
in reponse to stimulation with thrombin. However, tyrosine phosphorylation of cortactin does not



appear to affect its ability to bind to actin filaments, although it does influence its localization to the
cortical actin filament system.

Stimulation of cultured cells with various growth factors and platelets with thrombin results in
translocation of cortactin into the actin filament system of advancing lamellae and filopodia (102,
103). Activation of fibroblast growth factor receptor-1 results in an association of the activated
receptor with cSrc, and a correlated association of cortactin with SH2 domain of cSrc. The
redistribution from the cytoplasm into advancing lamellae (ruffles and lamellipodia) appears to
depend on the Rac-1-induced activation of the serine/threonine kinase PAK1, a downstream effector
of Racl and Cdc42 (104). These GTPases are involved in the control of kinases in the phosphatidyl
inositol signalling pathway, and there is evidence that PtdIns 4,5-bisphosphate could be involved in
the association of cortactin with the activated microfilament system (105).

Eps8 is a putative actin-binding protein which resembles cortactin in its distribution in the cell (106).
It has an unusual Src homology-3 domain in the carboxy terminus, formed by an intertwined dimer
of Esp8 molecules which may affect its peptide specificity. Eps8 is mostly localized in the
perinuclear region. However, on stimulation of cells with growth factors, it accumulates in the
peripheral cell extensions, where it is found colocalized with cortactin and filamentous actin. The
Eps8 pool associated with newly formed lamellipodia and membrane lamellae appears to be mostly
detergent-insoluble, as is the tyrosine phosphorylated population of Eps8 molecules generated by
activation of vSrc kinase, suggesting Eps8 recruitment to specific sites during cell remodeling.

Ezrin, radixin, moesin (ERM) belong to the band 4.1 superfamily on the basis of their homology to
the erythrocyte band 4.1, a protein that connects the actin/spectrin network to the erythrocyte
membrane protein glycophorin C (31, 107, 108). Like cortactin, the ERM proteins appear to play
structural and regulatory roles in stabilizing specialized organizations of actin filaments in
connection with the plasma membrane both during development and in adult tissues. They are
generally present in microvilli, filopodia, and membrane ruffles, sometimes together, but more often
differentially distributed between different types of cells. They link transmembrane proteins with the
cortical actin filaments, a process governed by signal transduction involving the Rho-GTPase (109).
Ezrin has been shown to bind specifically to nonmuscle b-actin with high affinity (110).

The N-terminal domain of ezrin associates with plasma membrane components, and the C-terminal
half connects these structures with the submembranous actin filaments. Purified ezrin exists in an
inactive conformation that requires activation to expose sites that allow it to associate with the
membrane components and with actin filament (107). It has been shown that binding of ezrin to the
transmembrane hyaluronan receptor CD44 (111) requires activation of ezrin by PtdIns 4,5-
bisphosphate binding to the N-terminal domain of ezrin (112-114). These are not the only
transmembrane proteins binding ERM, since ERM proteins have a membrane location also in cells
that do not express CD44. It is now known that ERM proteins, in addition to CD44, also bind to
intercellular adhesion molecules, ICAM-1 and ICAM-2. A positively charged amino acid cluster of
CD44, CD43, and ICAM?2 positioned close to the lipid bilayer has been implicated in the binding
(115).

A group of phosphorylated, 50-55 kDa, ezrin-binding protein has been purified from human
placenta and bovine brain by affinity chromatography on immobilized N-terminal domains of ezrin
or moesin (31). Isolated EBP50 has two peptide-binding PDZ domains in the N-teminal half of the
molecule with capacity to bind to cytoplasmic tails of transmembrane proteins. The EBP50 can be
coprecipitated with ERM and may serve to bind ERM members to one or more integral membrane
proteins.

Cells opened up by the use of the detergent digitonin are still amenable to activation with non-
hydrolyzable analogues of GTP. Addition of guanosine 5’-O-(3-thiotriphosphate), GTPgS, to such
permeabilized cell models induces assembly of both actin filaments and focal adhesion complexes
through activation of endogenous Rho and Rac (66). The sensitivity to GTPgS is lost after a few



minutes of incubation, but can be restored by the addition of the actin-binding protein moesin
indicating that moesin is required for the effect of Rho and Rac on actin filament system. This is an
important step towards the resolution of the signal relay which initiates the reorganization of the
microfilament system.

Talin is an elongated, flexible actin-binding protein first recognized in smooth muscle (116, 117) and
platelets (118, 119). It is present in focal contacts in tissue cultured cells, in adhesion plaques formed
by activated platelets, in myotendinous junctions, and in dense plaques of smooth muscle, but is
absent from cell:cell interaction sites (for refs, see 38). In motile cells talin is present in membrane
ruffles. It is a major protein in platelets constituting more than 3% of the total protein. In response to
activation, it is redistributed to the actin-rich platelet cortex (120). Thus talin is clearly of central
importance for the association of actin filaments to membrane components to sites where cells make
close contact with extracellular matrix proteins, and it has been shown to interact with the
cytoplasmic domains of transmembrane bl-integrin (116, 121).

Talin has a molecular mass of of 270 kD as estimated from the gene sequence (122). It is about

60 nm in length, and appears to be composed of a series of globular domains as judged by electron
microscopy (123). In solution, it forms homodimers by antiparallel association of the monomers. It
binds to integrin, vinculin, and actin in vitro. There are reports that talin can nucleate, cap and cross-
link actin filaments, and that its activities may be controlled by phosphorylation by both
serine/threonine and tyrosine kinases (124, 125). An N-terminal domain of talin is homologous to
ezrin (122), and may be the part of the molecule which associates with membrane lipids. The larger
C-terminal domain contains the binding site for vinculin (see (38) and (125) for further refs.).
Disruption of the talin gene in embryonic stem cells leads to a disturbance in the formation of
vinculin and paxillin-containing focal contacts and cell spreading (126). The talin (—/—) cells do form
embryoid bodies, and notably two morphologically distinct cell types have been observed that were
able to spread and form focal adhesion-like structures with vinculin and paxillin on fibronectin.
Thus, although talin was essential for the expression of b1-integrin, a subset of differentiated cells
managed without it. What substitutes for talin in these cells is unclear.

Vinculin is a 117-kD, actin-binding protein found concentrated at all sites of attachment of
filamentous actin to transmembrane components of adherens junctions (38, 127-131). At these sites,
it enters into multiple interactions with other proteins at the cytoplasmic face of the contacts. It is
critically required as a structural component in the formation of the junctions. On ligand-induced
clustering of integrins, vinculin is recruited from the cytoplasm to sites of integrin-ligand interaction,

where it is a substrate for tyrosine phosphorylation by pp60°™.

There is electron microscopic evidence that the vinculin molecule can attain different conformational
states. It is found either as a compact, globular molecule, or it is unfolded into a globular head with
an extended tail (132-134). In the compact globular state, its actin-binding capacity is masked by an
intramolecular association of the 95-kD head and 30-kD tail domains. The actin-binding site can be
exposed by binding of acidic phospholipids to the protein suggesting that the affinity of vinculin for
target molecules is regulated by modulation of the head-to-tail interaction, and that this may be used
in the control of the assembly of adherens junctions (73, 135). The phospholipid PtdIns 4,5-
bisphosphate binds to two descrete regions of the vinculin tail, disrupts the intramolecular head-tail
interaction and induces vinculin oligomerization. The binding of PtdIns 4,5-bisphosphate to vinculin
also enhances the association of vinculin to VASP the actin- and profilin-binding protein present in
focal adhesion sites. The C-terminal tail region contains a binding site for the focal adhesion protein
paxillin (136). Furthermore, vinculin has been identified as part of the cadherin-catenin junctional
complex (137-139).

Tensin is a dimer of two 200 kD polypeptide chains. It is found in different types of cell contacts,
including focal adhesions, zonula adherens, intercalated discs, and myotendinous and neuromuscluar
junctions (140-143). It contains three distinct, actin-binding sites per monomer and appears to cap as



well as cross-link actin filaments. Tensin also binds vinculin and possibly tyrosine kinase receptors
through a Src homology 2 (SH2) domain (144). It has been suggested that a tensin dimer with its 6
actin-binding sites might wrap around the end of an actin filament, and bind it to a tyrosine kinase
receptor through its SH2 domain. Induction of the formation of a focal contact, by the binding of
extracellular ligands to integrins, causes tensin to be phosphorylated on tyrosine. Insertin, an actin-
binding protein suggested to be involved in the actual incorporation of monomers into filaments, has
been recognized as a proteolytic breakdown product of tensin (145).

4. Proteins Controlling Polymerization of Actin

DNase I (mw 31 000) was the first actin monomer-binding protein found (12). However it is
doubtful whether DNase I plays a role as an actin monomer-binding protein in the cell. Since the
enzyme is produced by acinar cells in the pancreas and secreted into the duodenum, it has been
thought of as a digestive enzyme. However, intracellular forms of the enzyme have been observed,
and there is evidence that it might be involved in programmed cell death, apoptosis. (146).

The crystallization of DNase [ was reported in 1948 by Kunitz (147). The same year Laskowsky and
collaborators described the presence of a proteinaceous inhibitor in tissues from vertebrates (148,
149). Two DNase I inhibitors (I and II) were isolated and crystallized in 1966 (13, 150). They were
shown to form gelifying high molecular weight aggregates. Searching for the identity of the
inhibitors eventually led to the finding that actin was the ubiquitous inhibitor of DNase I (12).
Analysis of the crystals of the DNase I inhibitor II revealed that they contained actin together with an
equimolar amount of a small protein, now known as profilin (14, 15). Later, the inhibitor I and II
were identified as profilin in complex with g-actin and b-actin, respectively (151).

DNase I is a glycoprotein. It forms a stable 1:1 complex with monomeric actin, and when mixed
with equimolar amounts filamentous actin, it causes depolymerization of the filaments and formation
of the 1:1 complex with actin (152-154). Kabsch and coworkers provided the first insights into the
structure of actin by solving the structure of the DNase I:actin complex (155; see special entry on
actin). The high resolution structure of DNase I alone and complexed to an oligonucleotide has been
reported as well (156, 157). The current model of the actin filament was arrived at using the structure
of the actin monomer, as it occurs in the DNase I:actin crystal, together with diffraction data
obtained with oriented gels of F-actin (158). This model is claimed to fit well into reconstructions of
actin filaments from electron microscopic images (159, 160), and reconstructions of actin filaments
with bound actin-binding proteins are interpreted in terms of this model (see below). However,
doubts about this model being a relevant representation of the actin filament have been expressed,
and an alternative way of deriving a model of F-actin has been suggested from the analysis of the
organization of actin monomers in crystals of profilin and actin (161, 162). To ascertain the validity
of the current model, independent information about the orientation of the actin monomer in the actin
filament needs to be acquired.

Profilin (mw 12 000-15 000) is an abundant actin monomer-binding protein in eukaryotic cells (163,
review). (See separate article Profilin.) Particularly high concentrations of profilin are found in
lymphoid cells and brain cells. In lymphoid tissues the concentration of unpolymerized actin is about
100 uM and in platelets it may be as a high as 200 uM. In both cases about 50% of the
unpolymerized actin can be accounted for by profilin:b-actin and profilin:g-actin isoforms. The
remaining unpolymerized actin appears to be sequestered by b-thymosins (see below). For references
on specific aspects of profilin, see (164-189).

Observations point at profilin being an important factor in the control of the release of inositol

trisphosphate and thus of the generation of Ca* pulses in the cell. The primary targets for Ca2*
regulation in cells is the actomyosin system with global changes in structure and activity as the
result. It is now known that many of the microfilament-associated proteins interact with components
formed in the phosphatidylinositol-cycle as a result of receptor-mediated activation of the cell, and



that these interactions modulate the activity of these proteins vié-a-vié actin. Although the exact
physiological roles of these interactions remain to be elucidated, it suggests that the
phosphatidylinositol-cycle is directly involved in controlling the microfilament-based motility cycle
(see Fig. 3).

Beta thymosins constitute a conserved family of polypeptides (mw 5 000), the members of which
were originally isolated from mammalian thymus and thought to be important for the
immunoregulatory activities of this organ (190). Homologues of Tb4 have been found also in
distantly related organisms (191). The thymosin b4 isoform is abundant in mammalian tissues, and
has attracted much attention after the discovery of its association with unpolymerized actin in
platelet extracts. It has a poorly defined structure as determined by NMR in solution (192). Binding
studies suggested that it binds to the (+)-end of the actin monomer in competition with profilin.
However, crosslinking studies imply a more complex interaction involving sites at both ends of the
actin molecule (193).

Binding of thymosin b4 to actin monomers inhibits incorporation of actin monomers at both ends of
the actin filament. Thymosin b4 has a rather low affinity for actin (K; =5 uM), but since it is present

in high concentrations in cells (in platelets ca 500 uM) it is considered to be the most important actin
sequestering protein. In the presence of polymerization-inhibiting concentrations of thymosine b4,
addition of profilin overcomes the thymosin effect, due to the higher affinity of profilin for actin

(K4 = 0.25 uM), and the fact that profilin:actin can add actin monomers onto the fast growing ends

of actin filaments (see Profilin).

In vitro, thymosin can be shown to bind also to actin filaments and decrease the critical
concentration for actin polymerization (194), and experiments on cultured cells indicate that b-
thymosins may not be just actin sequestering factors (195). In the NIH3T3 cell line thymosin b10 is
the predominant beta thymosin isoform, being present in about equimolar concentration to proflin
and ADF/cofilin. Overexpression of thymosin b10 in these cells led to an increase in the cellular
content of polymerized actin without any change in the total actin content of the cells. An intimate
relationship with the regulation of the dynamic functioning of the microfilament system is also
indicated by the increase in motility caused by overexpressing thymosin b10. Consonant with this an
isoform of beta thymosine, thymosin b15, is upregulated in some forms of malignant cells (196).

The ADF/cofilin family of proteins include actin depolymerizing factor, cofilin, destrin, depactin,
actophorin (197-199). These proteins are found in all kinds of eukaryotes, and when tested
genetically they have proved to be essential. /n vitro, they can form 1:1 complexes with actin
monomers as well as with actin in filamentous form. The structure of the prototype ADF/cofilin,
actophorin from Acanthamoeba have been solved by crystallography (200) and there are NMR
structures of yeast cofilin and destrin (201, 202). It has recently been recognized that an ADF
homology domain is present in each member of a newly identified protein family consisting of the
ADF/cofilins, the twinfilins, and the drebrin/Abp1s (203).

In the cell, most of the ADF/cofilin is found in the perinuclear area, but there are also significant
amounts in highly motile advancing lamella and filopodia, where the reorganization of actin through
polymerization/depolymerization is most intensive. The interaction between ADF/cofilin and actin is
sensitive to the pH of the medium, and as in the case of profilin, polyphosphoinositides interfer with
the ADF:actin interaction. Physiologically, however, the most important mechanism controlling the
activity of ADF/cofilin depends on phosphorylation/dephosphorylation of the protein.
Phosphorylation of ADF/cofilin at a site near the N-terminus (S3) blocks its binding to actin. In cell
extracts about 60% of the protein is phosphorylated, and in connection to receptor-mediated
stimulation of cells dephosphorylation of ADF/cofilin takes place. The phosphatase involved in this
reaction has not been identified, but a specific protein kinase, LIM kinase, has been found
responsible for the in vivo phosphorylation of ADF/cofilin (204, 205).



The turnover of actin filaments inside living cells appears to be up to 100-fold faster than in in vitro
experiments with actin alone. It has now been demonstrated in in vitro as well as in in vivo
experiments that ADF/cofilin can accelerate the turnover of actin filaments (17, 199, 206-208).
ADF/cofilin binds with higher affinity to ADP-containing actin, monomeric as well as filamentous,
and facilitation of filament growth by active ADF/cofilin is likely to be brought about by increased
depolymerisation of the actin filaments at their proximal ADP-containing ends increasing
treadmilling activity. Nucleotide exchange, possibly enhanced by profilin, would in this model
precede the reallocation of the ATP-containing precursor to the fast growing, distal (+)-end of the
population of growing filaments. The presence of ADF in lamellipodia, where filaments are long,
argues against a severing function in vivo, and the end-specific effects of ADF on filament assembly
seen in vitro also indicate that the severing activity of ADF/cofilin is less important in vivo.

Twinfilin is a newly discovered protein composed of two cofilin-like regions (209). It was identified
and characterized as an actin monomer-binding protein in budding yeast. Genes coding for
homologous proteins have been recognized also in Caenorhabditis elegans, humans and mice. The
two halves of the molecule twinfilin I and II resemble the corresponding domain from other species
more than they resemble each other. Thus, twinfilins have evolved from a common ancestor and the
twinfilins represent a single protein family (199). Twinfilin does not appear to act as an actin
filament depolymerizing factor, but there are in vivo observations that suggest its involvement in the
control of the dynamics of the microfilament system.

4.1. Arp

The first reports describing a family of actin-related proteins, the Arps, appeared a few years ago (2,
209). These are highly conserved proteins that share a 30—60% homology with actin, but are
functionally distinct from actin. Two of these actin-related proteins, Arp2 (44 kD) and Arp 3 (47 kD)
have attracted a great deal of attenion, since they were discovered to exist in a large complex
together with five other proteins (40 kD, 35 kD, 19 kD, 18 kD, and 15 kD) that could be isolated by
affinity chromatography on immobilized profilin (210). The Arp2/Arp3 complex has been reported
to nucleate actin filament formation, to bind along the sides of actin filaments and to express
filament crosslinking activity. A similar complex was identified in searching for factors that initiate
actin assembly at the surface of Listeria (211). The Arp2/Arp3 complex is highly conserved among
eukaryotes. Null mutations are lethal. It is localized in the cortex of amoebae and yeast and in the
lamellipodia of higher eukaryotes (212, 213). In yeast, the Arp2/Arp3 complex is required for the
integrity and motility of actin patches and for endocytosis (214). Thus the complex appears to play a
major role in actin-based motility.

It has now been demonstrated that the Arp2/Arp3 complex isolated from Acanthamoeba binds
profilin (215) and to the (-)-ends of actin filaments (168). It is not an efficient nucleator of actin
polymerization. Capped filaments grow by the addition of monomers to the (+)-end. The complex
can be seen by electron microscopy to attach the (—)-end of one filament to the side of another
filament. This suggests that the Arp2/Arp3 complex might control the assembly of a branching
network of actin filaments in the advancing lamellae of motile cells. Similar branching of actin
filaments have been recognized earlier in electron microscopic pictures of the weave of
microfilaments in advancing lamellae in moving keratinocytes (36). The cellular concentrations of
the Arp2/Arp3 complex has been estimated to be high enough to cap the (—)-ends of all filaments in a
cell. These observations imply that models assuming that actin filaments in vivo undergo an
ADF/cofilin-aided depolymerization from the (—)-end during motile activity may be too simplistic,
since there must also be mechanisms for the controlled uncapping of the (—)-ends of the filaments.

Further studies of the Listeria system have shown that the bacterial protein ActA, which is essential
for the actin polymerization-dependent propulsion of the bacterium through the cytoplasm, acts
synergistically with the Arp2/Arp3 complex in vitro. Working together, they eliminate the lag phase
in the polymerization of actin and increase the initial rate of assembly 50-fold (216). This activity
has been shown to reside in the N-terminal domain of the ActA protein. A cellular protein that
corresponds to ActA has not yet been identified, but zyxin has been pointed out as a plausible



candidate.

Capping protein Z (CapZ) is a heterodimeric protein, which was first detected in skeletal muscle
sarcomers, where it is associated with actin filaments at the Z-line end of sarcomers, i.e. at the (+)-
end of the filament (217). In vitro, it binds with high affinity (K ; » nM) to the (+)-end of actin

filaments. A homologous protein that exists in non-muscle cells, capping protein b, (CPb,), is

enriched at the edge of the advancing lamellum of spreading platelets. By binding to the (+)-end of
actin filaments, it blocks the addition of actin monomers to that end, and since actin filaments in vivo
appear to grow by assembly primarily at that end, these capping proteins may be important
regulators of actin polymerization. The fact that CPb, is necessary for the proper organization of

actin bundles in the morphogenesis of bristles in Drosophila, the view is strengthened that CPb,,

gelsolin in some cases, and Cap G may play active roles in actin-based motility in response to
signaling. There is evidence also in this case that polyphosphoinositides are involved in the
regulation of the protein.

4.2. Adducin

In erythrocytes there is, in addition to CapZ, a second actin filament (+)-end capping protein,
adducin (218, 225). This protein is associated with the short erythrocyte actin filaments (one a,b
heterodimer per filament). Adducin has been shown to bind to spectrin:actin complexes in the cell
cortex, and promote the binding between these two proteins. It also appears to be able to bind
directly to actin filaments and to bundle them. Adducin has a relatively low affinity for the filament
(+)-end, but even so it appears to be the capping protein bound to the erythrocyte actin filaments, and
not CapZ. Its binding to actin filaments is downregulated by calcium and calmodulin, an effect
possibly modulated by reversible phosphorylation of the protein. The complex relationship between
adducin and the spectrin:actin network indicates that adducin represents a new type of regulated
actin filament-binding and barbed end capping protein. The entire molecule is required for capping
activity, and the association of adducin with actin filaments seems to be regulated by Rho-associated
kinase and myosin phosphatase.

Gelsolin is an abundant and ubiquitously expressed actin-binding protein, which confers calcium
sensitivity to the regulation of the dynamics of the microfilament system (219). (See separate article
Gelsolin.) For references on specific aspects of gelsolin, see (219-223).

Tropomodulin is a 43 kD protein that caps the (—)-ends of actin filaments in erythrocyte cortical
network and in striated muscle sarcomeres (225). The interaction is particularly tight when
tropomyosin is bound simultaneously. It is thought that tropomodulin is important in controlling the
length of the actin filaments in these situations.

5. Architectural Elements of the Actin Cortex

The dynamic changes in cell surface morphology and motile behaviour, seen in response to growth
hormones and other cell stimulating agents, reflect changes in the formation, organization, and
activity of the microfilament system. Actin-binding proteins that cross-link actin filaments into
tightly packed bundles and more loosely organized networks are necessary for the formation of the
weave of microfilaments seen in membrane lamellae and filopodia and in the rest of the
submembraneous zone around the cell. Actin-based surface projections on cells take many forms,
such as the elaborate stereocilia of cochlear hair cells, microvilli of intestinal epithelium, and the
membrane ruffles and filopodia on moving fibroblasts. The formation of these structures depends on
the activity of actin-crosslinking proteins. Important members of this class of proteins belong to the
spectrin superfamily which are reviewed in ref. 237.

Villin is closely related to gelsolin, an actin severing protein (described above), but distinguished
from gelsolin by the presence of an additional domain comprised of 76-amino acid residues, called



the “headpiece” (224-229). The headpiece contains an additional actin-binding site, which confers
actin filament bundling activity to the protein. Villin is found in the microvilli of certain types of

epithelia. Crosslinking of actin filaments occurs at low Ca®" concentrations. Like gelsolin, villin

severs actin filaments in the presence of micromolar concentrations of Ca?", and after breakage of
the actin filament, villin remains bound to the (+)-end of one of the fragments. The actin-binding
properties, tissue distribution and expression during cell differentiation suggest that villin is
important in organizing the actin filament core of microvilli in epithelial cells forming brush borders.
In support of this, villin expressed transiently in transfected fibroblasts, results in loss of stress fibers
and appearance of large numbers of microvillar protrusions on the dorsal surface of the cells.
Microinjection of high concentrations of villin into cells that normally lack this protein, lose their
stress fibres, and incorporate the villin into cell surface microspikes and large microvilli, an activity
which was shown to depend on the presence of the C-terminal head piece.

The N-terminal domain of villin (14T) consists of 126 amino acid residues. It binds calcium and
actin. The structure of this domain has been determined by NMR (230). The 76-amino acid residue
long, C-terminal domain of villin is an actin-binding module that is also used in another actin-
bundling protein dematin (band 4.9), but whose core domain is unrelated to villin. The 3-
dimensional structure of the stably-folded 35 residue long subdomain of the villin headpiece has
been determined by NMR (231). It is the smallest autonomously folding protein unit found.

Fimbrin belongs to the plastin family of actin-binding proteins (31, 232, 237). Members of this
family are present in all types of eukaryotic cells. Fimbrin is the smallest of the actin crosslinking
proteins. It consists merely of an N-terminal EF-domain and two actin-binding domains, each
composed of two CH domains. Fimbrin is present together with villin in the microvilli of the
intestinal brush border, and in the membrane lamellae and microspikes of most other eukaryotic cell
types. A fimbrin-binding site on actin has been suggested from analysis of actin mutations
suppressing fimbrin mutations (233). The structure of the N-terminal actin-crosslinking domain of
fimbrin has been solved by crystallography (234), and electron cryomicroscopic images of fimbrin-
decorated actin filaments has been used to localize the fimbrin-binding site on the surface of the
actin filament (235).

In a suggested scenario for the formation of a microvillus (236), the first phase consists of the
“streaming” of actin filaments from electron-dense plaques on the apical plasma membrane. These
filaments then gathered into loose bundles that extend into rudimentary microvilli. Villin may
contribute to an initial bundling of the filaments. Ezrin (see section 3), a protein controlled by
tyrosine phosphorylation, links the microvillar actin filaments to the membrane components. During
a second phase, the microvilli elongate and become highly organized into a full core of hexagonally-
packed actin filaments. This phase correlates in time with the localization of fimbrin to the core of
the microvillus. In this way a stable surface protrusion is thought to take form. Similar schemes may
apply to the development of surface protrusions on the surface of other types of cells.

ABP-280, filamin, and ABP-120, are all rod-like, dimeric, actin filament crosslinking proteins,
where each monomer has an N-terminal actin-binding CH-domain and a long repeat region
consisting of tandemly repeated, 100 amino acid residue long, homologous segments (237). The
length of the repeat region is different in the different ABPs. The ABP120 was found in
Dictyostelium discoideum. The vertebrate variants, ABP-280 and filamin, are major cellular proteins,
and products of different genes. Filamin is located specifically in the Z-lines structure of the
sarcomeres in muscles. ABP-280 is a major cellular protein in non-muscle cells, where it is present
in the cell cortex. The function of ABP-280 appears to be to cross-link actin filaments into
orthogonal networks. The 3D-structure of the repeat region of ABP-120 (gelation factor, 6 repeats)
has been determined by NMR spectroscopy, which shows it to have an immunoglobulin-like fold
(226). Both filamin and ABP-280 (24 repeats) share conserved residues that form the core of the
gelation factor repetitive segment structure as determined by NMR. This distinguishes these actin
crosslinking proteins from the spectrins and a-actinins, which have tandem repeats of an a-helical



domain.

On the basis of their actin filament crosslinking activity, depending on the presence of a calponin
homology CH domain, and their elongated shape, as seen by electron microscopy, these proteins
have been grouped together with the spectrin and fimbrin families into a superfamily. It is true that
the actin binding domains of all these proteins are homologous. However, the presence or absence of
repeat domains, and the widely different structures of the repeat domains of the spectrin and filamin
families, rather suggests that the three families should be considered as separate protein families
employing a common actin-binding domain, since it is possible that the different families will turn
out to have quite different functions in relation to the actin filament system.

Spectrin (fodrin) was first isolated as part of the matrix proteins of the erythrocyte plasma membrane
(237-240). Underneath the lipid bilayer of these cells, and linked to transmembrane proteins
glycophorin and the ion channel band 3, there is a regular organization of units consisting of five or
six spectrin molecules attached to a short actin filament. The spectrin molecules are attached to
spectrins of adjacent units to form a sheet of five- and six-sided polygons. The membrane skeletons,
and isolated junctional complexes, reproducibly contain four proteins in the molar ratios of 1
spectrin dimer:2-3 actin monomers:1 band 4.1 protein:0.1-0.5 protein 4.9 (protein designations refer
to mobility on gel electrophoresis). In addition tropomyosin, tropomyosin-binding protein and
adducin are thought to be part of the junctional complex.

Spectrin consists of two subunits, an a and a b subunit, which form heterodimers, which in turn
associate to form tetramers in the membrane lattice. The b-chain has an N-terminal actin binding CH
domain and 12 a-helical repeat domains, whose structure has been determined by NMR spectroscopy
(241). The a-chain associates in an antiparallel fashion with the b-chain. It has a C-terminal EF-hand
domain, which is close to the actin-binding site of the b-chain followed towards the N-terminus by a
binding site for protein 4.1, and a Src-like sequence in the middle of the somewhat longer repeat
region. Between repeat 11 and 12, there is a calmodulin-binding sequence inserted. The structures of
the spectrin repeat, the phosphoinositide-binding pleckstrin (PH) domain, the SH3 domain, and the
CH domain have all been determined (241-246).

The spectrin-actin based network of proteins endows the erythrocyte with an exquisite elasticity
which makes it possible for it to go through quite drastic shape changes. However, it is clear that the
structural role played by the spectrin:actin system is not its sole function. The close relationship
between the spectrin-actin system and transmembrane ion channels implies that the range of
controlling functions is wider. The spectrin-actin system is not unique to the erythrocytes, but exists
also in other tissues and in cells of as widely separated organisms as Drosophila, Acanthamoeba,
Dictyostelium, echinoderms, and possibly also in higher plants.

Alfa-actinin is a classical skeletal muscle protein identified a long time ago (237, 247). It is highly
enriched at the Z-disc-end of the actin filaments in the sarcomeres of the myofibrils. It is now known
also to be an integral part of the microfilament system in nonmuscle cells, where an interaction
between transmembrane bl integrins and a-actinin has been demonstrated (see Fig. 2). There are
several isoforms of a-actinin, which are products of three different genes. /n vitro, it crosslinks actin
filaments into regular ladder-like structures. It is therefore thought to contribute to the organization
of actin in cells. Alfa-actinin is an elongated homodimer (200-215 kD) with antiparallel arrangement
of the two subunits. Each subunit consists of a CH-domain, 4 a-helical domains (“spectrin repeats™),

and an EF-hand domain. The binding of nonmuscle a-actinin to actin filaments is modulated by Ca2"

binding to the EF-domain, whereas the muscle isoform of a-actinin is insensitive to Ca*. The 3D-
structure of the CH-domain is known by analogy to the structure of the corresponding domain from
calponin solved by x-ray crystallography, and the structure of the repeated domain is known by
analogy to the known a-helical repeat domain in spectrin, and the EF-hand can be compared with
calmodulin.



Alfa-actinin can be extracted from myofibrils without major destruction of the sarcomeric
organization of the actin filaments in the myofibril, and when added back to the myofibril
preparation it rebinds at the Z-disc. This implies that a-actinin may serve some function, other than a
structural, in relation to the actin filaments. In nonmuscle cells, a-actinin is found enriched in spots
along stress fibres and in cell adhesion plaques.

Dystrophin is the product of the gene responsible for the X-linked myopathies Duchenne and Becker
muscular dystrophy. It is an elongated protein of high molecular weight (430 kD) present in low
amounts in muscle and nerve cells. A closely related protein, utrophin, is more widely distributed,
and there are many dystrophin/utrophin isoforms produced, due to the operation of alternative
promotors and alternative splicing. The structure of these proteins place them in the spectrin/a-
actinin family of proteins. They are multidomain proteins; the largest isoform is comprised of 3 N-
terminal and 2 internal actin-binding sites, a peptide-binding WW domain, a calcium-binding EF
domain, a zinc finger domain. The N-terminal actin binding region has sequence homology with the
calponin homology CH domains of the spectrin/a-actinin family of proteins.

Dystrophin/utrophin connect cortical actin filaments with transmembrane proteins, dystroglycans
and sarcoglycans, which in turn associate with extracellular matrix proteins, laminin and merosin,
respectively. Skeletal muscle dystrophin can be purified from muscle cells as a large multiprotein
dystrophin-glycoprotein complex, which stabilizes actin filaments in vitro through lateral
associations. Both dystrophin and utrophin bind with higher affinity to b- than to a-actin.
Comprehensive reviews on the structure and function of the dystrophin/utrophins are found in ref
237, 248.

6. Ion Channel-associated Actin-binding Proteins

The spectrin-actin network in erythrocytes is involved in anchoring ion exchange proteins in the
membrane via the linker protein ankyrin, a critical link in maintaining the characteristic biconcave
shape of the cell (249). In axons, an interaction between actin, fodrin, and ankyrin appears to be
responsible for concentrating sodium channels at the nodes of Ranvier (249). At the neuromuscular
junction, the clustering of acetycholine receptors appears to be mediated by spectrin, actin, and the
rapsyn/43 kD actin-binding protein (250). Various lines of evidence suggest that intact actin
filaments, and perhaps actin polymerization itself, are required for calcium regulation of the
postsynaptic response of NMDA receptors in the central nervous system (251). Postsynaptic
excitatory synapses are most often found on the small actin-rich budlike structures, called spines,
that protrude from the dendrites of highly arborized neurons such as cerebellar Purkinje cells (252).
Dendritic spines have pronounced electron-dense (as seen by electron microscopy) post-synaptic
densities, called PSD's, that are the likely sites of proteins linking receptors to actin. Candidate
proteins include PSD-95/SAP90, chapsyn/PSD-93, SAP102, and alpha-actinin-2. Only alpha-
actinin has a demonstrated actin binding affinity, and it has been suggested that clustering for some
classes of receptors might be mediated by a looser, more “corral-like”, entrapment mechanism (253).
The PSD contains brain dystrophin, an isoform of the muscle protein originally identified as the
mutated gene product involved in muscular dystrophy that is known to link transmembrane ion
channels to actin filaments (254).

The precise role for actin in the functioning of ion channels is unclear. The provision of clustered
anchorage sites may confer cooperativity in the opening of channels, or support the formation of
multiprotein complexes capable of integrating different signalling or environmental factors. It is not
unlikely that the actin network might passively or actively transmit forces to the channels providing
the impetus behind stretch-activated gating phenomena.

7. Myosin as an Actin-binding Protein

The myosins belong to a large superfamily of proteins, which together with actin transduce chemical
energy to force generating tension and movements in the eukaryotic cells. Myosin II is the prime



partner of actin in the generation of force in muscle, as well as in nonmuscle cells. Generally
myosins are thought of as the force generators, and therefore referred to as motor molecules.
However, the actual mechanism of force generation is still unknown. Although, the ATP-binding
head domain is largely conserved, there are many different molecular forms of myosin serving in as
diverse functions as muscle contraction, cell motility, membrane traffic, and sensory perception.
Myosin hydrolysis ATP to ADP.Pi still bound to the head domain. Interaction with actin filaments
brings about product release, and in the presence of actin filaments, there is a rapid ATP-dependent
cycling of heads on and off the actin filaments as ATP is hydrolysed. A current review of the myosin
superfamily and their functional involvements is found in ref. 255. For a more detailed account of
the structure and function of myosin see the entry on myosin in this encyclopedia.

8. Regulators of the Actomyosin Interaction

The N-terminus of actin is involved in the binding of a large number of actin binding proteins,
including myosin (S1), tropomyosin, troponin I, a-actinin, caldesmon, gelsolin, cofilin, actobindin.
This actin interface is important for muscle contraction, since it is implicated not only in the
activation of the myosin ATPase, but also in the regulation of actomyosin interaction by interacting
with troponin .

Tropomyosin is an elongated, dimeric, coiled-coil a-helical protein that binds along the actin
filament (see special entry). The tropomyosin molecule has a sevenfold repeat of nonpolar and polar
amino acid residues that bind seven actin monomers in the filament. Multiple genes for tropomyosin
and alternative splicing can generate a number of tropomyosins that are differentially expressed
during development and in different cell types. Muscle cells express 1-2 and most vertebrate
nonmuscle cells 3-8 tropomyosin isoforms. Tropomyosin in complex with the heterotrimeric protein

troponin makes muscle contraction Ca®t dependent, but the function of tropomyosin in nonmuscle
cells has not been clarified. However, the involvement of tropomyosin in the control of
chemomechanical transduction also in nonmuscle cells is indicated by the occurrence of tropomyosin
in tightly bundled and contractile organizations of actin filaments (stress fibres). For further
information see special entry on tropomyosin.

Troponin is a heterotrimeric protein complex that interacts directly with actin through one of its
subunits. Together with tropomyosin it confers calcium sensitivity to muscle contraction in striated
muscles (see special entry).

Caldesmon is involved in the regulation of the actomyosin interaction in smooth muscle (256, 257).
It inhibits actomyosin ATPase and filament sliding in vifro has been shown to bind to subdomain 2
of actin. Three-dimensional image reconstruction of reconstituted thin filaments consisting of actin
and smooth muscle tropomyosin, both with and without a caldesmon derivative added has been
reported. In filaments containing the caldesmon derivative, tropomyosin was found in a different
position as compared to the situation in the absence of the caldesmon. The observations suggest that
caldesmon causes changes in the relationship between tropomyosin and the actin filament, which are
different from those seen with troponin.

The giant modular protein nebulin (mw 600- 900 kD) spans the whole length of the thin filament of
the striated muscle sarcomeres in vertebrates, and has been proposed to function as a “ruler” for
control of the length of actin filaments in sarcomeres (258-260). It is thought to bind and stabilize F-
actin. It comprises 2-3 % of the myofibrillar protein mass of skeletal muscles. There are tissue and
development-specific isoforms. The C-terminal part of human nebulin is anchored in the sarcomere
Z-disk and contains an SH3 domain. The nebulin SH3 sequence from several species has been
determined and found strikingly conserved. Its 3D-structure has been determined in solution by
NMR spectroscopy, and its interaction with poly(L-proline) has been modelled. Nebulin consists of
nearly 200 tandem repeats of homologous modules about 35 residues long. These are organized into
about 20 tandem superrepeats consisting of 7 different modules, and this superrepeat segment is



flanked near the N- and C-termini by single-repeat regions containing 8 modules of the same type. It
has been proposed that the 35 residue module is the basic actin-binding domain and that the
superrepeats reflect tropomyosin/troponin binding sites along the nebulin molecule. Exactly how the
nebulin molecules are linked to actin filaments in the sarcomere of muscle is not yet known. Nebulin
promotes actin nucleation and stabilizes actin filaments. Crosslinking experiments have identified
the first two residues in actin to be involved in binding nebulin.

9. Future Directions

One of the most remarkable aspects of the contractile apparatus in muscle cells is the capacity of the
system to ramp up its power output in response to increased demands for mechanical work. This
phenomenon is known as the Fenn Effect, and it suggests that the acto-myosin system can increase
its ATPase activity in response to higher imposed loads. It is apparently the lattice organization of
filaments into sarcomeres that somehow enables the effect of external loads to be transmitted directly
to the proteins producing the biochemical reactions that produce work from ATP hydrolysis. It
remains to be seen if the bundles and meshworks found in non-muscle cells display similar, or even
more unusual, chemomechanical feedback mechanisms. Muscle cells also perform work at nearly
100% thermodynamic efficiency, and it is interesting to ask whether the free energy transduction
pathways in the cytoplasm are equally optimized for their tasks.

The newly discovered connections between the microfilament system and signal transduction raise a
host of questions that will be the subject of future research. What roles do mechanical forces play in
transmitting signals from the surfaces of cells to their nuclei? What regulates the assembly of these
focal sites of signalling potential and what leads to their breakup after a signalling cascade has
outlived its usefulness?

The large number of actin-binding proteins obscures the possible branching points that must have
occurred during evolution to establish this incredibly diverse dynamical system. The analysis of
evolutionary relationships in actin-binding proteins from amoeba, plants, and mammals will be of
extraordinary interest for understanding how the immune system and the mammalian nervous system
developed as specializations of more primitive motile mechanisms.
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Actin Polymerization Toxins

Several bacteria release toxins that modify actin or proteins controlling its polymerization (1). A
group of Clostridia spp. secrete binary toxins, whose most studied member is the C2 toxin released
by Cl. botulinum. Botulinum C2 toxin is not neurospecific, as are botulinum neurotoxins, but it
affects many nonneuronal cells (2). In the intestinal loop model, it induces an acute inflammatory
reaction, characterized by the alteration of endothelia and a large increase in vascular permeability.
At the same time, epithelial degeneration, exfoliation, and necrosis are also observed. In cultured
cells, C2 causes rounding up, with formation of blebs, followed by cell death.

Two polypeptide chains, I (55 kDa) and II (100 kDa), are needed for cell intoxication. Chain I
catalyzes the ADP-ribosylation of Argl77 of soluble G-actin, a residue located in an area involved
in protein-protein contact within the polymerized form, F-actin. The ADP-ribosylated G-actin binds
to the barbed end of F-actin and prevents polymerization, whereas depolymerization at the opposite
end is unaffected (3). This leads in vitro and in vivo to the disassembly of actin microfilaments, with
cell rounding and release of focal adhesion plaques.

Single-chain enzymes that catalyze the ADP-ribosylation of small G proteins are released by several
bacteria (4). They cannot intoxicate cells because they lack the second polypeptide chain, but they
are active after cell permeabilization or injection. C3 toxin is released by some strains of CL.
botulinums; it catalyzes the specific ADP-ribosylation of Asn-41 of Rho, a small GTP-binding protein
involved in the regulation of actin polymerization. C3 induces the depolarization of F-actin, with




rounding up and binucleation of injected cells. A different type of Rho modification is caused by
cytotoxic necrotizing factors released by E. coli strains associated with gastroenteritis, urogenital
infections, and septicemia (5). These factors cause cell ruffling, stress fiber formation, and
multinucleation, by a covalent modification of Rho protein to lock it in its GTP-bound active form

(6).

Clostridia spp. involved in the induction of diarrhea, associated with pseudomembraneous colitis,
release in the intestine enterotoxins of very large dimensions (7). They are termed large clostridial
toxins (LCTs) because of their size, which is in the range of 250 to 308 kDa. They are organized as
A-B toxins, which are cleaved proteolytically into two polypeptide chains, A and B (see Toxins).
The carboxyl-terminal part includes segments of 20 to 50 residues repeated 14 to 30 times, which are
believed to mediate LCT binding to cell surface receptors. Such an organization in the absence of an
oligomer of type B gives rise to a multivalent type of cell binding, as in the case of cholera toxin.
Binding is followed by internalization of LCTs into coated vesicles and then into endosomes. By an
unknown mechanism, the amino-terminal catalytic domain of the LCTs is released from the rest of
the molecule and translocates into the cytosol, where it catalyzes the transfer of a sugar residue from
the corresponding UDP derivative to an actin polymerization controlling protein (7, 8). All LCTs
induce rounding of different cells in culture, but the effects of the various LCT toxins can be
differentiated by staining actin filaments: CI. difficile and CI. novyi LCTs cause a breakdown of the
F-actin microfilaments, whereas CI. sordellii LCT induces the formation of filopodialike structures
on the cell surface, with some membrane blebbing 7. This is related to the different protein(s)
targeted by the LCTs. All of them modify a threonine residue of small GTP-binding protein(s) of the
Ras superfamily, in such a way that its GTPase activity is unaltered but it can no longer interact with
its effector molecule. This provides a further example of the ability of bacterial toxins to “choose”
essential cell targets and to modify essential cell functions.
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Actinomycin D

Actinomycins are chromopeptide antibiotics produced by various species of streptomycetes (1).
They differ only in their content of certain amino acids in their peptide rings (Fig. 1). Actinomycin
D, which is active against several forms of cancer, has the distinction of being the first antibiotic
discovered (in 1943) to possess useful antitumor activity. It is still used in the clinic for that purpose.
It occupies a unique place in the origins of molecular biology for quite a different reason, however,
namely its astounding specificity as an inhibitor of DNA-dependent RNA synthesis, which enabled it
to play a vital part in the discovery of messenger RNA and helped uncover the early evidence that
transcriptional regulation of gene expression is fundamental to cell growth and development (2).




The result of its near-absolute specificity for binding tightly to double helical B-form DNA is a total
blockade of transcription by RNA polymerase, leading to cessation of synthesis of all forms of
RNA, stable as well as unstable. Elongation of growing RNA chains is promptly terminated; there is
no particular effect on the process of initiation of transcription. Thus actinomycin was used in the
1960s to measure the kinetics of breakdown of pulse-labeled RNA, thought to reflect at least partly
the turnover of mRNA, and to establish the requirement for new RNA transcription in such processes
as induced enzyme synthesis, mechanisms of steroid hormone and peptide hormone action, and early
embryonic development. Replication of DNA viruses is usually strongly inhibited by actinomycin,
but many RNA viruses are completely insensitive to the antibiotic; this is clear evidence that their
life cycles do not require the participation of DNA at any point. Because actinomycin acts essentially
identically to block transcription in all cells, once it has gained access to the nucleus, it is equally
applicable to the study of gene activity in eukaryotes as well as prokaryotes (it is generally
ineffective against gram-negative bacteria simply because of a permeability problem, for if the walls
of such cells are digested away, or otherwise weakened, the protoplast is revealed as fully sensitive
to the antibiotic).

Figure 1. The structures of the actinomycin antibiotics.
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Actinomycin does not bind to RNA or to single-stranded DNA, and its affinity for double-helical
DNA is related to the latter's content of guanine nucleotides; synthetic polynucleotides composed
entirely of A - T base pairs do not interact with the antibiotic at all. It took some time to establish the
nature of the actinomycin—-DNA complex, and for many years the matter was controversial.
Eventually the issue was resolved in favor of intercalation as a result of careful structure—activity
comparisons (1), binding measurements with a wide variety of synthetic as well as naturally
occurring DNAs (3, 4), hydrodynamic experiments with circular DNA (5), X-ray crystallography
(6), and high-resolution nuclear magnetic resonance (NMR) (7). A landmark was the determination
of the structure of a crystalline 1:2 actinomycin:deoxyguanosine complex, which revealed for the
first time that the antibiotic has an axis of near-perfect twofold rotational symmetry, which allows it




to react with two guanine nucleosides in a symmetry-related fashion (6). This observation
immediately suggested plausible intercalation of the phenoxazinone chromophore between two G - C
base pairs of DNA at a rotationally symmetrical site centered around a 5'-GpC-3’ step. The strong
preference of actinomycin for such sites in DNA was elegantly confirmed by Footprinting
experiments a decade later (8, 9). With its tricyclic aromatic chromophore firmly embedded between
the base pairs, the cyclic pentapeptide rings of the antibiotic are left neatly filling the minor groove
of the distorted B-form helix, where they form numerous additional van der Waals contacts that
help to stabilize the complex; positioned this way, their intrinsic right-hand twisted disposition with
respect to the intercalated chromophore makes perfect sense, and the whole antibiotic molecule
occupies a site covering about six base pairs in the minor groove.

Detailed kinetic studies have revealed that both the association and dissociation reactions are
complicated and require several rate constants to fit the data (3, 10). The slowest processes are
characterized by time constants in the range of minutes, conspicuously slower than those measured
for most other DNA-binding drugs, and there is a correlation between the slowest rate constant for
the dissociation reaction and the efficiency of inhibition of chain elongation by RNA polymerase.
This has led to the notion that reversibly bound actinomycin molecules serve as relatively long-lived
blocks to the progression of the transcribing enzyme along its template, providing a partial
explanation for the extreme effectiveness of actinomycin as an inhibitor of RNA synthesis. What is
not so obvious is why the functioning of DNA as a template in replication should remain unaffected
even at much higher concentrations of actinomycin (2).

The critical determinant that enables the antibiotic to recognize its preferred binding sites in DNA
seems to be the 2-amino group of the guanine nucleotide, as is also true for numerous other ligands
(11). If the 2-amino group is removed from guanines (leaving inosine—cytosine base pairs) and
transferred to adenines (forming 2,6-diaminopurine-thymine base pairs), the sites to which
actinomycin binds are relocated accordingly (11, 12). The molecular recognition process includes the
formation of hydrogen bonds between the purine 2-amino groups and the carbonyl substituents of the
L-threonine residues in the peptide rings of the antibiotic; there are also hydrogen bonds from the
same threonine residues to the N(3) atoms of the purine nucleotides at the binding site (6, 12). Some
of the kinetic complexity of the association/dissociation reactions no doubt reflects a “shuffling”
process, whereby actinomycin initially interacts with a variety of potential binding sites on the DNA
lattice, then migrates one-dimensionally to locate its preferred binding sites marked by a pair of
purine 2-amino groups suitably disposed in the minor groove of the double helix (13).
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Activation Energy

The kinetic rates of chemical and enzyme-catalyzed reactions depend on temperature. The
relationship for this dependence is known as the Arrhenius law:

k= AeF/RT (1)

where 4 and E are constants, R is the gas constant, and 7 is the absolute temperature in Kelvin units.
The activation energy E is the height of the energy barrier that the reaction must exceed to pass from
reactants to products. It is usually expressed in kilocalories per mole or in joules per mole. Equation
1 can be expressed as:

logk =log A — E/(2.303RT) (2)

Therefore the magnitude of the activation energy can be obtained from the slope of a plot of the log
of a rate constant for a reaction as a function of 1/7. Many chemical and enzyme-catalyzed reactions
increase the rate of reaction by two- to threefold for each 10°C increase in temperature. Although
this relationship is useful in explaining the temperature dependence of reactions, it does not explain
the rate in the thermodynamic terms of enthalpy A entropy S, or free energy G. This analysis
comes from transition state theory. The Arrhenius activation energy does correspond to the standard
enthalpy of the reaction in the van't Hoff equation (1).
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Active Site

The folding of a polypeptide chain that produces the final protein structure of an enzyme also leads
to formation of the active site. From X-ray crystallography studies, it is apparent that the active site




of an enzyme is a groove, cleft, or pocket that has access to the solvent and forms only a small part
of the total solvent-accessible surface of the protein. The relatively large sizes of enzymes are
undoubtedly due to the need to obtain, at the active site, the correct spatial relationships of the amino
acid residues that are involved in binding of substrates, catalysis, and the release of products, as well
as for any conformational changes associated with these steps. The binding of substrates or inhibitors
at the active site pocket of an enzyme involves matching up of the nonpolar groups of the substrate
with the nonpolar side-chains of amino acid residues, hydrogen bonding between the polar
appropriate groups on the substrate with the backbone NH and CO groups within the active site, and
even salt bridge formation. For substrates, these initial interactions are followed by the
conformational changes that lead to the formation of the transition-state complex (see Transition
State Analogue) and the chemistry for catalyzing the reaction brought about by reactive groups with
the correct alignments. These may be the acidic, basic, and nucleophilic groups of the protein
component of the enzyme, or the electrophilic groups of a prosthetic group (see Coenzyme,
Cofactor).

Active Site-Directed Irreversible Inhibitors

Active site-directed irreversible inhibitors of enzymes are also known as active site-direcetd
inactivating reagents, affinity labels, and photoaffinity labels. They combine the features of a
substrate, or substrate analogue, with those of a group-specific reagent, as in affinity labeling, and
have been used to determine the amino acid residues that are present in the active site and involved
in enzymic catalysis. They are capable of binding specifically and reversibly at the active site of an
enzyme and then causing inactivation through time-dependent covalent modification of an adjacent
amino acid residue. The functional group of the inhibitor is usually an electrophile that can interact
with an appropriately positioned nucleophile of the enzyme, to generate a covalent bond between
them. The electrophilic groups include epoxides and a-haloketones. Since these compounds are
reactive in solution, they could also cause some nonspecific enzyme modifications.

The action of an active-site directed irreversible inhibitor I can be illustrated by
E+I = EI2E-I (1)

where EI represents a Michaelis complex (see Michaelis—Menten Kinetics) and £ — I denotes the
covalently cross-linked form of the complex. On the basis of this formulation, it would be expected
that at the early stages of the interaction, I would behave as a competitive inhibitor with respect to
the substrate. Examples of the action of an active-site directed irreversible inhibitors are the
acetylation of amino acid residues at the active site of prostaglandin synthase by aspirin (acetyl
salicylate) (1) and the alkylation by L-TPCK (N-tosylphenylalanine chloromethyl ketone) of a
histidine residue at the active site of a-chymotrypsin (2).

Photoaffinity labels, such as diazoketones and aryl azides, introduce a greater degree of specificity to
the modification of amino acid residues, as they are not reactive in solution. It is only after the
reversible interaction of the affinity label at the active site of an enzyme, and exposure of the
resulting complex to light of the correct wavelength, that a highly reactive group is formed. Such
treatment with diazoketones and aryl azides leads to the formation of carbenes and azines that are
extremely reactive and can add across O—H bonds of unionized carboxyl groups or unsaturated
carbon—hydrogen bonds (3).
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Active-Site Titrants

For determination of values for the kinetic rate constants and ligand-binding stoichiometries
associated with an enzyme-catalyzed reaction, it is necessary to know the concentration of functional
active sites of the enzyme. The latter value cannot be calculated simply from the total concentration
of protein and molecular weight of the enzyme; even when the enzyme preparation has been shown
to be homogeneous by a variety of techniques, it is possible that inactive enzyme is present. The
inactivity could be due to the inability of the enzyme to bind substrate or perform the chemistry of
the reaction, or both. Therefore, before undertaking detailed kinetic investigations on any enzyme, it
is important to determine the concentrations of the active sites that can both bind the ligands and are
active.

The concentration of binding sites can be obtained from data for the reversible inhibition of an
enzyme by a tight-binding substrate analogue that gives rise to competitive inhibition. Tight-binding
inhibition occurs under conditions where the total inhibitor concentration 7, is comparable to the total

enzyme concentration £, and a substantial fraction of the inhibitor is bound, so that allowance has to

be made for the reduction of free inhibitor concentration as a result of formation of the enzyme-
inhibitor complex (1). The variation of the steady-state velocity as a function of the concentrations of
I, and E, is described by Equation 1:

kA

YT AK +A)

[{(KG + I — Ex)® + 4K B} 2 — (K + 1 — B)] (1)

where k denotes the maximum rate of product formation in terms of moles per mole of enzyme per
second, K is the Michaelis constant for the substrate present at concentration 4, and Kirepresents an

apparent inhibition constant whose relationship to the true inhibition constant K; for the interaction
of I with E is given by

K= Kj{1+ A/K,)

Equation 1 also applies to multisubstrate reactions, provided that the nonvaried substrates are present
at saturating concentrations. When no assumptions are made about the purity of the enzyme, E, of

Equation 1 is replaced by aEx, where a represents the degree of purity of the enzyme and Ex denotes
the total protein concentration. Fitting to the modified form of Equation 1 of 'steady—state velocity
data obtained at varying concentrations of /, and E, would yield values for Kias well as a, which

would yield a measure of the concentration of binding sites (2, 3).

The technique of active-site titration is used to determine the concentration of catalytically active
enzyme (4, 5). It requires that on mixing enzyme and the titrating substrate, there is an initial rapid
burst of product formation because of the accumulation of an enzyme-bound intermediate whose rate



of breakdown is much slower than its rate of formation. The procedure can be illustrated by
reference to the Uni—Bi reaction:

E & EA — EQ — E
+ . .
A EPQ P Q

for which P is released before Q, and at a very much faster rate. Specific measurement of the release
of P as a function of time would yield a plot (Fig. 1) that consists of curved (burst) and linear
sections. The intersection of the extrapolated linear curve with the vertical ordinate would give the
concentration of P that is equal to the concentration of functional active sites.

Figure 1. Active-site titration curve showing burst formation of a covalent enzyme-intermediate complex.
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Active-site titrations may be performed with chromogenic or radioactive substrates, and rapid
reaction techniques are often required. This is not the case, however, for determination of the active-

site concentration of sexokinase (6). This can be done by incubating the enzyme with 14C-glucose

and ATP complexed with Cr>", rather than the usual Mg2+, and separating the enzyme-CrADP-
glucose-6-phosphate complex on a Sepharose column. In this case, the enzyme undergoes only a

single turnover, and the product complex has a half-life of over 10 min, so the amount of l4c
associated with the enzyme gives a measure of the active-site concentration (6).

Comparison of the results obtained from tight-binding inhibition and active-site titration studies
could yield information about the presence in an enzyme preparation of substantial proportion of
sites that can bind substrate, but cannot catalyze the reaction.

Bibliography

1. J. W. Williams and J. F. Morrison (1979) Meth. Enzymol. 63, 437-467.

2. J. F. Morrison and S. R. Stone (1985) Comments Mol. Cell. Biophys. 2, 347-368.
3. M. J. Sculley and J. F. Morrison (1986) Biochem. Biophys. Acta 874, 44-53.



4. A. Fersht (1977) Enzyme Structure and Mechanism, W. H. Freeman and Company, San
Francisco, Calif., pp. 122—126.

5. F.J. Kezdy and E. T. Kaiser (1970) Meth. Enzymol. 19, 3-20.
6. K. D. Danenberg and W. W. Cleland (1975) Biochemistry 14, 28-39.

Adenovirus

The adenoviruses constitute a large group of DNA viruses, the Adenoviridae family. Genera include
Mastadenovirus (human, simian, bovine, equine, porcine, ovine, canine, and opossum) and
Aviadenovirus (birds). Adenoviruses are nonenveloped icosahedral particles of 70 to 100 nm in
diameter, with 252 capsomeres, of which 240 are hexons and 12 are penton bases. A projecting fiber
attaches to each penton base to form a penton.

Human adenoviruses (Ads) include 47 serotypes, which can be classified into six subgroups, A to F,
based on their ability for red-blood-cell agglutination and oncogenicity in rodents, plus their DNA
homology. Ads cause respiratory tract infections, conjunctivitis, hemorrhagic cystitis, and
gastroenteritis. Highly oncogenic group A (eg, Ad12 and Ad18), weakly oncogenic group B (eg,
Ad3 and Ad7), and Ad9 of group D can induce tumors in rodents, but no conclusive evidence has
been reported linking adenoviruses with malignant diseases in the human. All Ads that have been
tested can transform cultured rodent cells. No infectious virus is present, but viral transforming genes
(E1A and E1B) are present and expressed in tumors and in transformed cells induced by
adenoviruses.

The viral genome consists of a single linear molecule of double-stranded DNA [MW ~23 x 100, size
~36 kilobase pairs (kbp)], varying somewhat with the type. Human adenovirus type 2 (Ad2), the first
to be sequenced completely, has a total of 35,937 bp. The Ad genome has inverted terminal repeats
of 103 bp to 163 bp, depending on the type, and two identical replication origins, one in each
terminal repeat. A 55-kDa terminal protein (TP) covalently bound to each 5’ end of the viral DNA
molecule serves as a primer for protein-primed viral DNA replication. The viral genome carries five
early transcription units (E1A, E1B, E2, E3, E4), two delayed early transcription units (IX and
[Va2), and one late transcription unit (major late), all of which are transcribed by RNA polymerase
I1. The viral genome also carries one or two (depending on the type) VA genes transcribed by RNA
polymerase III. The E14, EIB, IX, major late, VA, and E3 are on the rightward reading DNA strands
(r strand), and others are on the leftward reading DNA strand (I strand).

The E1A is the first transcription unit to be expressed shortly after infection, using cellular
transcription factors, encoding two major mRNAs of 12S and 13S. The encoded E1A proteins are
required for productive viral replication and play a key role in cell transformation. E1A proteins
transactivate early and late viral genes and cellular transcription units, and they bind cellular
proteins, including p300, a family member of CBP (CREB binding protein)/p300, plus the RB
family members, RB (retinoblastoma susceptibility gene product, tumor suppressor), p107, and
p130. Binding to these cellular proteins is required for cell transformation. Binding of E1A to RB
disrupts the RB - E2F complex to activate a cellular transcription factor, E2F, resulting in the
activation of E2F-dependent cell-cycle-related genes.

Two major proteins of 19 kDa and 55 kDa, encoded by 13S and 22S messenger RNAs, respectively,
are generated from the E1B region. The E1B proteins are required for efficient viral growth and



cooperate with E1A products to transform rodent cells, preventing E1A-induced apoptosis. The E1B
19-kDa protein has a functional similarity to the cellular anti-apoptotic Bcl-2, and the E1B 55-kDa
protein interacts with tumor suppressor and apoptosis-related p53.

Region E2 encodes proteins involved in viral replication, including the viral terminal protein
precursor, pTP (coded by E2B), viral DNA polymerase (coded by £2B), and the DNA-binding
protein (coded by £2A4). None of the E£3 proteins are required for productive infections of
adenoviruses in cultured cells, but are important for in vivo infections in humans, suppressing host
defense mechanisms by cytotoxic T lymphocytes or tumor necrosis factor-a. The E4 proteins are
involved in transcriptional regulation, preferential transport of viral mRNA, and efficient viral DNA
replication. Other functions of the E4 gene, such as transformation with E1A, tumor-suppressor p53
binding, and apoptosis-inhibiting activities, have been recently reported. The Ad9 E4 gene can
oncogenically transform rat cells in the absence of the E1A and E1B genes and is required for
mammary tumorigenesis.

The transcription of adenovirus late genes is triggered by the onset of viral DNA replication, yielding
at least 18 distinct mRNAs by differential poly(A) site utilization and alternative splicing. Viral
DNA replication activates a major late promoter (MLP) located at 16.4 map units of the viral
genome, and one large primary transcript is generated, terminating at 99 map units at the right end of
the genome. This transcript is processed to five families of late mRNAs, L1 to L5, based on the use
of common poly(A) addition sites. The late mRNAs encode structural polypeptides of the viral
particle and proteins involved in polypeptide processing, capsomere assembly, and packaging of the
viral genomic DNA.

Adenoviruses are being used as vectors for delivery of therapeutic genes to target organs in vivo.
Recombinant adenoviruses can be constructed by replacing the E1A and E1B genes with foreign
ones. The E3 region also can be deleted without significant changes in virus growth. Recombinant
adenoviruses can propagate efficiently in 293 cells, which complement the defect. The advantages
are that the growth of recombinant viruses does not require host cell division, and a high titer of
recombinant viruses can be easily obtained.
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Adenylate Charge

The adenylate charge, or adenylate energy charge, is a linear measure of the energy stored in the
adenylate system ([ATP] + [ADP] + [AMP]) in a living cell. It is analogous to the charge of a
storage battery. Its value is defined by the expression:

[ATP] + 0.5[ADP]
[ATP] + [ADP] + [AMP]

Adenylate charge =



The status of the adenylate system is best described by the adenylate charge and appears to be the
most ubiquitous regulatory signal in metabolism; it affects the rates of nearly all metabolic
conversions and the partitioning of metabolically available substances between oxidation, synthesis
of cell substance, and production of storage compounds. In living organisms, the same controls that
regulate metabolic partitioning also maintain the value of the adenylate charge near 0.9.

1. Background

Organisms are exquisitely regulated material- and energy-transducing systems. Material from the
environment must be converted to the many compounds of which the organism is made, and energy,
usually obtained either by absorption of sunlight or from oxidation of foodstuffs, must be converted
for use in biosynthesis, movement, and membrane activities. Partitioning of material and energy
between those functions must be adjusted continuously to meet the changing needs of the cell or
organism. Transduction of energy through the adenylate system is an integral part of each of those
functions.

Any system that is not at chemical and physical equilibrium can, in principle, supply energy. The
two types of nonequilibrium situations that are mainly used in energy storage and transduction by
organisms are (1) difference in electric charge or chemical potential across a membrane (see
Membrane Potentials) and (2) a ratio of [ATP] to [ADP] that is far from equilibrium. All cells
contain enzyme systems that catalyze transfer of energy between the two.

The energy status of a chemical storage system may be defined by either of two parameters: the
molar Gibbs free energy change of the relevant chemical reaction or the mole fraction of the higher-
energy state of the system. The two are computationally interconvertible but are not linearly related.
The molar free energy change is a function of the ratio of activities of the products and reactants of
the reaction; the mole fraction is a linear measure of the extent of reaction. In the familiar case of a
lead storage battery, the free energy is measured by the voltage and the mole fraction by the charge
(measured by a hydrometer in this case).

If a generic energy-transducing reaction is indicated by the type of reaction 4 =B, the molar free
energy change is given by

AG = AG® + RTn (%) (1)

and the fractional charge (mole fraction of the more energetic state) by

: __ 8]
Fractional charge = m (2)

In the case of a lead storage battery, 4 is (2Pb(SO,) + 2H,0) and B is (Pb + PbO, + 2H,S0,). For
the metabolic adenylate system, 4 is (ADP + P;) and B is (ATP).

A system is fully discharged when only 4 is present and fully charged when it consists of B alone.
For intermediate states, the stoichiometrically linear charge function indicates how much work is
available as a fraction of that of a totally charged system. [This metabolic use of the term “work” is
slightly nonstandard. In thermodynamic terms, the maximum work available is the integrated
product of the charge multiplied by the changing value of the Gibbs free energy as the system goes
to equilibrium. But the energy of the adenylate system is used stoichiometrically—for example, to
affect chemical change or mechanical movement—and charge is therefore proportional to available
work, defined in terms of biological effect.] It is because of its stoichiometric nature that the charge
function is more relevant in most contexts than the molar free energy change for both storage



batteries and the metabolic adenylate system.

If the adenylate system merely alternated between ADP and ATP, the charge function would be the
simple ATP mole fraction, [ATP]/([ATP] + [ADP]). Some enzymes, however, couple the use of
ATP to synthetic reactions by converting ATP to AMP and pyrophospate, and so the concentration
of AMP must also be taken into account.

ATP + Hy0 = AMP + PP, (3)

The pyrophosphate is rapidly hydrolyzed enzymically by pyrophosphatase, and this removal of
product pulls the reaction forward (increases the numerical value of the negative free energy
change).

Accumulation of AMP as a consequence of such reactions would deplete the cell's stores of ATP and
ADP and so would be rapidly lethal. That outcome is prevented by the action of adenylate kinase,
which catalyzes the phosphorylation of AMP:

ATP + AMP % 2ADP (4)

The sum of reactions (2) and (3) is conversion of two molecules of ATP to two of ADP. In such
cases, a single molecule of ATP, in effect, supplies twice as much metabolic energy to a metabolic
reaction as is obtained from action of an ordinary kinase that converts ATP to ADP, but a second
molecule of ATP is required to make good the energy balance.

Because of the participation of AMP in metabolic energy transduction, the simple mole fraction of
ATP is not an adequate measure of the energy status of the adenylate system. Reaction (3) shows
that two molecules of ADP are energetically equivalent to one of ATP. Thus, the linear charge
function for the adenylate system (the effective mole fraction of ATP) is seen to be

[ATP] + 0.5[ADP)] .
[ATP] + [ADP] + [AMP] )

Adenylate charge =

The adenylate charge is the linear measure of the metabolic work available. A system containing
only ATP is fully charged, with an adenylate charge value of 1.0, and one containing only AMP is
fully discharged, with an adenylate charge of 0. The charge value would be 0.5 if only ADP were
present. If reaction (3) catalyzed by adenylate kinase is at equilibrium, the concentrations of ATP,
ADP, and AMP are fixed for any particular value of the adenylate charge (Figure 1).

Figure 1. Mole fractions of the components of the adenylate nucleotide system as a function of the adenylate charge.
The reaction catalyzed by adenylate kinase is assumed to be near equilibrium, with an apparent equililbrium constant
irrespective of differential ionization and magnesium binding) of 0.8.
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2. Regeneration and utilization of ATP

In aerobic organisms, ATP is regenerated mostly by oxidation of foods or storage compounds to
carbon dioxide (see ATP Synthase). In anaerobic organisms, substrates undergo other energy-
yielding conversions—for example, fermentation of glucose to ethanol and carbon dioxide—rather
than oxidation. Carbohydrates are converted to pyruvate by way of the glycolytic pathway. The
pyruvate is oxidized to a derivative of acetic acid, acetyl coenzyme A, which is oxidized to carbon
dioxide in the reactions of the citrate cycle, or Krebs cycle. The electrons lost in those oxidations are
passed on to oxygen by mediation of a series of membrane-associated enzymes. Those electron
transfers are coupled to the conversion of ADP to ATP, thus supplying metabolically available
energy to the adenylate system. The routes by which other classes of foods are metabolized feed into
this central pathway. Fats are broken down to produce acetyl coenzyme A, which joins the
carbohydrate pathway at that point. Amino acids derived from protein degradation are metabolized
by individual pathways to produce various intermediates of glycolysis or the citrate cycle. Thus, the
same central pathways are taken in the utilization of all foods.

Glycolysis and the citrate cycle are also centrally involved in biosynthesis. The biosynthetic
pathways leading to the many components of a cell all begin with intermediates of glycolysis or the
citrate cycle. That is, 10 or 12 intermediates of these degradative pathways are also the starting
points for all synthetic sequences. Each such intermediate occupying a metabolic branchpoint must
be partitioned between two competing pathways, one leading to oxidation to carbon dioxide and the
other to synthesis of one or more components of the cell. The adenylate system provides energy for
the chemical activities of the cell, including biosynthesis, for active transport of nutrients and ions
across membranes against chemical potential gradients, and for most other biological requirements,
including mechanical movement. All those functions are catalyzed or affected by proteins. Proteins
involved in those functions have evolved affinities for ATP and ADP (or AMP) that maximize their
functional usefulness to the organism. Thus, it is essential that the ratio of ATP to ADP remain
virtually constant. The problem would be equivalent to the regulation of voltage by the power supply
of a complex electronic device, if it were not so much more complicated.

3. Regulation of the Regeneration and Utilization of ATP

The rate of regeneration of ATP from ADP is regulated in large part by controlling the rate at which
substrate is made available to the electron transport phosphorylation system. At least five enzymes
that catalyze reactions in glycolysis or the citrate cycle respond sensitively to the status of the
adenylate pool and adjust the properties of the catalytic site accordingly. An increase in the energy



charge causes a decrease in the rate of the reaction catalyzed by the enzyme, and a decrease in
charge causes an increase in rate. This feedback inhibition system acts to adjust the rate of
regeneration of ATP to meet momentary requirements and thus to stabilize the value of the charge.
The multiplicity of control sites may be surprising; a single throttle point would seem to be sufficient
to regulate the rate of supply of substrate to the electron transport system. The regulatory
requirements are, however, much more complex because the central pathways also supply starting
materials for synthesis.

Core metabolism consists of the central pathways by which foodstuffs or storage materials of all
types are prepared for oxidation and of branches from those pathways that lead to synthesis of one or
more products. The primary function of oxidative pathways is regeneration of ATP from ADP,
which puts energy into the adenylate system. Biosynthesis is powered by conversion of ATP to
ADP, which removes energy from the adenylate system. Adjustment of the partitioning of resources
between these oppositely directed pathways to meet the momentary metabolic needs of the cell or
organism is the most central of the regulatory requirements that underlie cellular function and
survival. At each branchpoint, the partitioning of resources must respond at least to the energy status
of the cell as reflected in the ATP/ADP system and to the momentary need for the end products of
the synthetic branch.

At such branchpoints, the next enzyme in the degradative pathway and the first enzyme in the
biosynthetic branch compete for the branchpoint metabolite, their common substrate. Maintenance of
an appropriate balance between oxidation and biosynthesis requires that both enzymes must be
regulated. As well as decreasing the rate of the degradative reaction, an increase in the value of the
charge leads to an increase in the rate of the competing reaction that channels the branchpoint
metabolite into biosynthesis. Thus, enough substrate is oxidized to maintain the normal status of the
adenylate system, and biosynthesis is allowed to the extent that the products are needed and the
supply of resources allows.

This partitioning is not affected by turning enzymes on and off but by changing the affinities of the
competing enzymes for the substrate, which allows for much more sensitive control. Affinity is
usually expressed in terms of the Michaelis constant, K, , the concentration of substrate at which half

the catalytic sites bind substrate, leading to a reaction velocity half the maximal rate. Thus,
competition between the enzymes is regulated in the most direct and effective way—by modulating
their relative abilities to capture the common substrate. The competition is shown generically in
Figure 2. Reactions in pathways that lead to degradation of substrate and the regeneration of ATP
respond to variation in the energy status of the adenylate pool as indicated by curve R, and reactions
that direct substrate into biosynthetic pathways that utilize ATP respond as shown by curve U. The
result is that the value of the energy charge is maintained within a narrow range of values near the
intersection of the curves. If the charge drifts upward slightly, the rate of use of ATP in biosynthesis
tends to increase and the rate of regeneration of ATP decreases, counteracting the drift. A downward
drift has the opposite effect.

Figure 2. Generalized illustration of the effects of the adenylate charge on the rates of reactions in which ATP is
regenerated (R) and in which ATP is utilized (U). Curve U was calculated for an enzyme for which the K, for ATP at

the catalytic site is six times that of ADP. Curve U" represents 80% depression of rate as a consequence of feedback
inhibition of the enzyme by the end product of the biosynthetic sequence.
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The regulatory interactions illustrated by curves R and U are necessary but not adequate. By
themselves, they would adjust the rate of all biosynthetic sequences similarly and only on the basis
of the availability of energy, without regard to the need for the individual products. Those controls
are supplemented by product feedback inhibition. The first enzyme in nearly every biosynthetic
sequence that has been studied bears a regulatory site that binds the end product of the sequence.
When that site is occupied, the conformation of the enzyme changes so as to decrease the affinity for
substrate at the catalytic site (increase the K, ) (see Allostery). Thus, as the concentration of end

product rises, the fraction of enzyme molecules that bind it increases, the affinity of enzyme for
substrate decreases, and the enzyme competes less vigorously for substrate. When the concentration
of end product falls—for example, when an amino acid is being used more rapidly for protein
synthesis—a smaller fraction of the regulatory sites of the first enzyme involved in its synthesis is
occupied by end product. The resulting decrease in K, causes the substrate to be more successful in

its competition with the enzyme that catalyzes the next step in the degradative pathway, and the rate
of synthesis increases. Such interactions adjust synthetic rates to meet changing metabolic needs.

Curve U" in F igure 2 illustrates the response of an enzyme when the end product of its sequence is

available in adequate amount from external sources. Any response between curve U" and somewhat
above curve U is possible. Under ordinary conditions, the response will fluctuate in the vicinity of
curve U to adjust production to meet metabolic demand. These interactions stabilize the pools of
amino acids, assuring that they will neither be depleted when demand for protein is high nor build up
to unnecessary or injurious levels when demand is small. Pool levels of other metabolites are
regulated similarly.

The curves of Figure 2 thus provide a general overview of the regulation of the central pathways in
their roles of regenerating ATP and providing starting materials for biosynthesis (1). The interaction
of curves R and U adjust degradative metabolism and overall biosynthetic rates so as to maintain a
nearly constant value of energy charge and, in the process, necessarily cause an appropriate
partitioning of resources between degradation and synthesis. Superposition of product feedback

inhibition, illustrated by curve U, adjusts the rate of each individual synthetic sequence to meet the
momentary needs of the organism or cell. Even when the overall rate of biosynthesis is high, the
synthetic pathway leading to any given metabolite will be suppressed when that product is in good
supply. Thus, the components of this control system act together to assure that the adenylate system,



the immediate energy source for nearly all cell activities, is maintained at a high and constant charge,
near 0.9 (2), and that the rate of production of each biosynthetic product is determined by interaction
between the overall availability of resources and the cell's need for the individual product.
Regulation of biosynthetic rates is roughly equivalent to the decisions made by a human consumer
who must balance how strongly an item is desired and how readily it can be afforded.

4. Regulatory Properties of Enzymes

Enzymes that show R-type responses (see Allostery) catalyze reactions in the pathways that supply
substrates for electron transport—linked regeneration of ATP but usually do not involve ATP or ADP
directly. Such enzymes have, therefore, evolved regulatory, allosteric sites, distinct from the catalytic
site, where ADP or AMP can bind, causing conformational changes that increase the binding affinity
for the substrate at the catalytic site. Some such enzymes decrease substrate affinity when ATP binds
at a regulatory site. Typically, the nucleotide binds cooperatively to two or more sites, and the effect
on K is related to the square or higher power of the nucleotide concentration. Such interactions

underlie the sensitive response of R-type enzymes to variation in the value of the charge (3).

In contrast, ATP and ADP are directly involved in most of the reactions at branchpoints that direct
substrate into synthetic sequences. Thus, separate nucleotide-binding regulatory sites are not
required. The U-type response is a consequence of higher affinity at the catalytic site for ADP, a
product of the reaction, than for ATP, a reactant. This reversal of the usual pattern of higher affinity
for reactants than for products results in pronounced inhibition by ADP across most of the energy
charge range. At a charge of 0.5, for example, when the concentrations of ATP and ADP are
approximately equal, ATP would be excluded from most of the catalytic sites because of competition
by ADP. The result would be that most of the kinetic response to variation in the ATP/ADP ratio
would occur in a rather narrow range near the high end of the energy charge scale. Curve U of Figure
2 is calculated for an enzyme for which the value of K, for ATP is six times that for ADP.

The regulatory stability illustrated by Figure 2 depends on (1) precise evolutionary adjustment of the
affinities for adenylates at regulatory sites of R-type enzymes and at catalytic sites of U-type
enzymes and of the conformational links by which binding at those sites causes conformational
changes that modulate affinity for substrate at catalytic sites and (2) the relative affinity at catalytic
sites of U-type enzymes for ATP and ADP. As a consequence of such interactions, the ATP/ADP
ratio, or the energy charge, affects reaction rates more strongly than do the absolute concentrations
of the adenylate nucleotides. A mutant strain of Escherichia coli unable to synthesize adenylate
nucleotides grew on adenine-limiting media at essentially normal rates when the intracellular
concentrations of ATP, ADP, and AMP were half the normal levels. The energy charge and the
ATP/ADP ratio retained their normal values. That mutant, like other organisms that have been
studied, did not grow if the energy charge fell slightly below its usual value of about 0.9 (4).

The controls illustrated in Figure 2 should not be confused with thermodynamic or mass-action
effects; they are strictly kinetic. The value of the Gibbs free energy change is high and negative for
U-type reactions under all physiological conditions, as is also true for R-type reactions. Thus,
degradation of fuels and synthesis of products are both thermodynamically favorable at all times, and
evolved kinetic control mechanisms determine which conversions actually occur. The adenylate
energy transduction system, which links metabolic sequences and nearly all other cell activities
energetically, is ideally placed for the additional role of mediating the regulatory interactions that
underlie the integrated activities of cells and organisms.
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Adenylate Cyclases

The ubiquity of cyclic AMP (cAMP) in regulating enzymatic activity and/or genetic expression in
all kingdoms of life, except for the archaea (but see later), accounts for the interest displayed in its
mode of synthesis and the vast amount of literature devoted to the enzymes that produce it, the
adenylate cyclases. These enzymes, which catalyze synthesis of cCAMP from ATP and yield
pyrophosphate as a by-product, can be classified into four different classes according to their
common features: (1) cyclases related to enterobacterial adenylate cyclases; (2) toxic adenylate
cyclases isolated from bacterial pathogens; (3) a large and probably ancient class that comprises
cyclases from both eukaryotes and prokaryotes and is strongly related to guanylate cyclases; and (4)
one example, presently known only from the eubacteria Aeromonas hydrophila and yersinia pestis,
that differs entirely from all other classes.

0.1. Class I: The Enterobacterial Type

The first complete adenylate cyclase gene, cya, was cloned and sequenced from Escherichia coli.
Work on other enterobacteria, such as Erwinia chrysanthemi, Proteus mirabilis, Salmonella
typhimurium, Yersinia intermedia, and Yersinia pestis demonstrates that both the environment of the
genes and the proteins specified are similar in size and overall organization to those of E. coli at the
corresponding locus (1). Analysis of the cya gene from other bacterial species, related to
enterobacteria but distinct from them, using genetic complementation of appropriate cya defective
strains of E. coli (and more recently by direct sequencing of whole genomes) reveals that the genes
from many other bacteria, in particular Aeromonas caviae, Aeromonas hydrophila, Haemophilus
influenzae, Pasteurella multocida, and Vibrio cholerae, directly synthesize a protein structurally and
phylogenetically related to the E. coli cyclase (1, 2) (see also the database at
http://www.tigr.org).

No long stretch of hydrophobic amino acid residues is present to explain the membrane-bound
localization of the adenylate cyclases. In all cases, the proteins are very rich in cysteine residues, an
uncommon feature for proteins located in the cytoplasm or at the cytoplasmic border of the
membrane. This might account for the extreme difficulty in purifying the enzymes. In addition, they
are also rich in histidine residues, which could indicate that metal ions take part in the folding and/or
activity of the polypeptide chain, but no experimental data support this hypothesis. Finally, the
protein is made of two functionally well-defined domains. The catalytic domain is NH,-terminal,

whereas the glucose-sensitive regulatory domain is COOH-terminal. Comparison of the polypeptide



sequence of the catalytic domain of the E. coli enzyme with sequences in the protein data libraries do
not reveal significant identities with other known proteins. The catalytic domain sequence has been
experimentally identified to be about 420 residues. Differences in the amino acid sequence of the E.
chrysanthemi enzyme often result from the presence of complementary charged residues in place of
neutral ones. This suggests that there are more electrostatic interactions (including salt bridges) that
stabilize the protein at the lower growth temperature of this bacterium. This observation might be
helpful when trying to understand the tertiary structure of the protein, which is still not known.

The carboxy-terminal domain of the protein is involved in regulating of the enzymatic activity, in
particular its inhibition by glucose. A component of the phosphorylation cascade that mediates
import of glucose in the cell, enzyme IIAGlc, is involved in this regulation, but in a way not yet
understood. An aspartate residue (Asp414 in the E. coli enzyme) is involved in the process in an
unknown way. Tonic inhibition of the catalytic domain by the regulatory domain could be relieved
by phosphorylation of this residue, although such phosphorylation has never been demonstrated (3).

0.2. Class II: The Calmodulin-Activated Toxic Class

Whooping cough is caused by the gram-negative bacterium Bordetella pertussis, which secretes
many toxic proteins into the medium, including an adenylate cyclase. In 1980 it was discovered that
this enzyme is activated by a host protein, calmodulin, which does not occur in bacteria (4). Two
years later, Leppla (5) demonstrated that another toxic adenylate cyclase, secreted by a gram-positive
bacterium, Bacillus anthracis, the etiological agent of anthrax, is also activated by host calmodulin.
These observations stimulated intense efforts, but several years were required before the cya genes
from either organisms could be cloned. However, in 1988 a simple idea, predating its generalization
under the name “two-hybrid system,” in vivo complementation by a plasmid encoding an activator
of the function (in this case, calmodulin), permitted the cloning of adenylate cyclase genes coding
for the calmodulin-dependent cyclases (6).

Bordetella pertussis adenylate cyclase is synthesized as a large bifunctional polypeptide chain of
1706 amino acid residues. This contrasts with the various low values reported for the molecular
weight of the purified protein (from 43 to 70 kDa). The explanation became apparent when it was
demonstrated that the N-terminal segment of the protein (400 residues) alone displays calmodulin-
activated adenylate cyclase activity, whereas the rest of the molecule is responsible for hemolytic
activity and for transporting the toxin. Sequence, molecular genetic, and physiological studies
indicate that the adenylate cyclase domain is fused to a polypeptide chain similar to that of the E.
coli hemolysin toxin. Therefore the name cyclolysin was coined for the toxic adenylate cyclase from
B. pertussis.

The adenylate cyclase of B. anthracis has been named after the symptom it triggers in the infected
host, edema factor. It is encoded in a plasmid, together with another toxin, the lethal factor and a
carrier protein, the protective antigen, necessary to internalize both the edema factor and the lethal
factor into host target cells. The adenylate cyclase (edema factor) protein, 800 amino acid residues
long, comprises four regions of different function. The first region is a signal peptide, permits
secretion of the protein. The second region corresponds to the domain that binds with the protective
antigen. The third region encodes the adenylate cyclase function. It is followed by the fourth region
of unknown function. These toxic adenylate cyclases have been subjected to a most thorough
biochemical analysis, but they have not yet been crystallized.

In spite of several attempts to isolate other members of this class, until 1998, we knew only three
examples of such proteins, isolated from extremely distant bacteria, one gram-positive and two
gram-negative (the adenylate cyclase from B. bronchiseptica is very similar to the B. pertussis
enzyme) (7). Several examples of similar proteins have now been discovered in Pseudomonas
aeruginosa, and in Yersinia species. Comparison of the catalytic regions of the B. pertussis and B.
anthracis adenylate cyclases identified four conserved regions that are involved in catalysis,
calmodulin binding and activation. The first region comprises a sequence, Gly-XXXX-Gly(Ala)-
Lys-Ser, similar to the nucleotide-binding motif found in many ATP- or GTP-binding proteins.




Therefore it was proposed as part of the catalytic site, and in vitro mutagenesis substantiated this
interpretation. A second region, with the sequence Pro-Leu-Thr-Ala-Asp-Ile-Asp having some
similarity in 6-phosphofructokinase, is also involved in catalysis, and it was proposed that the
aspartate residues present in this region are involved in binding ribose and magnesium-phosphate.
Although it is strongly conserved, however, the first proline residue does not seem very important
because it could be replaced by a leucine residue without any measurable influence on the activity or
calmodulin activation of the wild-type enzyme.

Although many calmodulin-dependent enzymes have been identified, the mechanism of activation
by calmodulin is still poorly understood (see Calmodulin). In several cases, limited proteolysis
releases active, calmodulin-independent forms of the enzymes. Accordingly, it was proposed that the
calmodulin-binding domain of these enzymes blocks access of substrates to the active site and that
activation results because an inhibitory domain is removed upon binding calmodulin. The most
original feature of the B. pertussis protein is that it can be split into two separate domains which
recover most of the initial activity when combined. This observation, together the with analysis of
mutants in the region conserved between the B. anthracis and B. pertussis enzymes, indicates that
these proteins may form a catalytic center from the cooperation of two halves. The function of
calmodulin may be to trigger the appropriate conformational movement necessary to form an active
catalytic center (3).

0.3. Class III: The “Universal” Class

Adenylate cyclases from multicellular eukaryotes have long remained elusive because purifying the
corresponding catalytic subunit is extremely difficult. Following intense work all over the world,
however, they have been the first adenylate cyclases to be crystallized and analyzed by X-ray
crystallography (see Fig. 1). The activity of these enzymes is subject to a complex regulatory pattern,
in particular by GTP-binding proteins. Class III enzymes were first discovered in yeast, but, for
convenience, we start with the eubacterial enzymes.

Figure 1. Three-dimensional model of the C1 and C2 domains of the catalytic core of type I adenylate cyclase derived fi
the X-ray crystallographic structure of the C2 homodimer of the type Il enzyme (19). The polypeptide backbone of the C
domain is green and that of C2 is red. The C-terminal nonhomologous segment of C1 is truncated after the a-helix 5 (low
right). Only a few side chains in the active site are shown, designated by one-letter abbreviations. When they differed frc
the residues in the crystal structure, they were placed according to Liu ef al. [Proc. Natl. Acad. Sci. (1997) 94, 13414—
13419.] ATP was placed as described by Liu et al. and modified according to the interactions reported by Tesmer et al.
[Science (1997) 278, 1907—1916.] The ligand atoms are indicated by C, white; N, blue; O, red; P, green, and Mg, purple.
figure is kindly provided by James Hurley. See color insert.



0.3.1. Eubacteria

Class III adenylate cyclases form a very diverse collection in eubacteria, both in length and in
regulation. Gram-positive bacteria such as Corynebacterium liquefaciens secrete large amounts of
cAMP because they have a very active class III adenylate cyclase, which is activated by pyruvate. S.
coelicolor synthesizes a much less active adenylate cyclase involved in aeromycelium formation.
Gram-negative bacteria, such as Rhizobium meliloti, synthesize at least two different adenylate
cyclases. Disruption of both genes simultaneously does not alter cAMP production and suggests the
presence of further enzymes. The gram-negative sliding myxobacterium Stigmatella aurantiaca, that
exhibits an elaborated differentiation pattern, harbors at least two adenylate cyclase genes, each of
them corresponding to class III enzymes. They have been partially purified and are inhibited by
adenosine, as are the mammalian enzymes (see later). They comprise two domains. The catalytic
domain is carboxy-terminal and the regulatory domain is a likely ion transporter in one case and the
phosphorylated moiety of a two-component regulatory system in the other. Many other bacteria
possess class III cyclases, in particular cyanobacteria (8, 9). These enzymes generally comprise two
domains. The catalytic domain is carboxy-terminal. There are no indications that they must
oligomerize to be active.



0.3.2. Lower Eukaryotes

Saccharomyces cerevisiae was the first organism from which class I1I adenylate cyclase genes were
cloned and sequenced. The enzyme is activated by the R4S gene product (10, 11). Two forms of the
enzyme may exist. A long form contains repetitions of a leucine-rich motif that plays a regulatory
role and whose significance was recently substantiated and extended. Then it became clear that this
eukaryotic adenylate cyclase is completely different from the enterobacterial class because of
sequence differences in the catalytic center and also because the organization of the gene is different.
The catalytic domain is located at the COOH-terminus in S. cerevisiae cyclase, whereas it is found at
the NH,-terminus in E. coli. The yeast enzyme remained the only example of its class until Garbers,

Goeddel and co-workers (12) recognized that the genes encoding guanylate cyclases that had been
cloned from several metazoans were derived from an ancestor common to the yeast adenylate
cyclase. Another member of class III was subsequently discovered by Young et al. (13), who cloned
the adenylate cyclase gene from Schizosaccharomyces pombe by hybridization using the catalytic
domain gene sequence from S. cerevisiae as a probe. Finally, the first higher eukaryote adenylate
cyclase gene isolated in Gilman's laboratory (14) from bovine brain displayed features clearly
reminiscent of this class. Since then, many other genes or cDNA for adenylate cyclases belonging to
this class have been isolated and sequenced from lower eukaryotes: Saccharomyces kluyveri,
Trypanosoma brucei and T. equiperdum, Plasmodium falciparum, Neurospora crassa, and
Dictyostelium discoideum (3).

0.3.3. Higher Eukaryotes: Nine Types

Many class III adenylate cyclases have been identified in higher eukaryotes, in particular in
vertebrates, but the most thorough study is in mammals, where several types differing in their
regulatory properties have been identified (15). All are regulated in more or less complex ways by
G-proteins (16). Mammalian adenylate cyclases are informally grouped into nine types according to
their tissue location and activity regulation. All but type 9 are activated by the diterpene forskolin,
and some are activated by protein kinase C and/or other regulators. Type 1 enzymes were described
as calmodulin-activated enzymes from brain. Type 2 proteins are found in brain, lung and other
tissues. Type 3 are abundant in olfactory tissue, and the smaller type 4 enzymes are present in
testicular tissue. Adenylate cyclase 1, 2, and 8 are positively regulated by calcium/calmodulin,
whereas types 5 and 6 are directly inhibited by calcium. Adenylate cyclase 2 and 4 are sensitive to
multiple regulatory effects from diverse receptors (3, 15). Adenylate cyclase 9 mRNA, found in rat
brain, is particularly abundant in the hippocampus, cerebellum, and neocortex (17). However, the
classification into types is somewhat arbitrary (for example, type 4 can also be calmodulin-
activated). They all have overall similar structures. Two phylogenetically related cytoplasmic
domains are required for catalysis. All types are connected by an integral membrane domain and
have variable integral membrane domains at the NH, terminus of the protein. Among their many

functions, their role in synaptic plasticity and memory is particularly interesting (18) and will
certainly make adenylate cyclases extremely fashionable again.

0.3.4. Three-Dimensional Structure

The diverse origins of class III adenylate cyclases are reflected in the wide variation in their general
organizations and molecular weights. The smallest protein is the R. meliloti enzyme, which contains
only a catalytic domain, although some data suggest that an upstream sequence may yield a much
longer protein that has a complex regulatory pattern. The next shortest protein, also bacterial, is the
enzyme from C. liquifaciens. The yeasts produce long proteins, as do higher eukaryotes (except in
the case of the testicular enzyme). In all cases, the catalytic domain is located at the COOH-
terminus. The mammalian enzymes consist of twelve hydrophobic membrane-spanning regions that
form two distinct domains, two cytoplasmic regions that contain both variable and conserved
regions, and, in particular, two well-conserved domains that are responsible for catalysis.

Comparison of the catalytic domain sequences of the class III proteins shows that four amino acid
stretches are strongly conserved: (1) (Met/Leu/Ile/Val)-(Met/Leu/Ile/Val)-Phe-(Ala/Thr)-(Asp/Ser)-
(Leu/Ile)-X-(Asn/Asp)-(Phe/Ser); (2) (Ile/Val)-Lys-Thr-X-Gly-(Ser/Asp)-(Ala/Ser/Thr)-(Tyr/Phe)-



Met; (3) (Met/Leu/lle/Val)-(Arg/Lys)-(Met/Leu/Ile/Val)-Gly-(Met/Leu/Ile/Val)-(His/Asn)-X-Gly-X-
(Val/Ala)-(Val/Leu)-(Ala/Ser)-Gly; and (4) (Trp/Tyr/Phe)-Gly-(Asn/Asp/Pro)-Thr-Val-Asn-X-Ala-
Ser-Arg-(Met/Leu/Ile/Val) (see Fig. 2). Crystallization of the catalytic core of one protein and
determination of its structure by X-ray diffraction (19) showed that these regions are part of the
organization of the structure (Fig. 1). The crystal structure contains the forskolin-binding site but
unfortunately not the nucleotide binding site. As a step toward understanding the evolution and
function of class III cyclases, enzymes displaying significant guanylyl cyclase activity that have
evolved from an adenylyl cyclase ancestor were isolated. A single amino acid residue change (Gly-
Asp-Thr-Val-Asn to Gly-Asp-Thr-Ile-Asn in the region of the fourth a-helix of the catalytic core)
alters the nucleotide specificity of the enzyme (20). This corresponds to a pocket situated in a region
of the protein that might accommodate the heterocyclic base (19).

Figure 2. Alignment of the amino acid sequences of Class III adenylate cyclases from various organisms. The four regio
text are enclosed in the four boxes. Secondary structural elements found in the crystal structure of Fig. 1 are displayed ur
corresponding residues of the active site depicted in Fig. 1 are indicated.
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0.4. Class IV Adenylate Cyclases

The preceding three classes of structurally unrelated adenylate cyclases already pose a challenging
problem. So it was a surprise that Aeromonas hydrophila synthesizes another enzyme, a very small
cyclase of 193 residues, which has an optimal temperature for activity of 65°C and is at least ten
times more active than the class [ adenylate cyclase in the same organism (21). No function has yet
been discovered for this protein. As yet, it has been found only in various isolates of 4. hydrophila
and in Y. pestis (unpublished). There was one report of the presence of cAMP in Archaea, but this
was later proven to be the result of an artifact of the growth culture. Therefore it was interesting to
see that the sequence of adenylate cyclase from A4. hydrophila is significantly similar to a gene
product of the archaebacterium Methanococcus jannaschii. The gene is expressed in E. coli, where it
is toxic, but it does not restore cAMP synthesis. Therefore, nothing is yet known about the nature of
adenylate cyclases, if they exist, in Archaea, but we may expect that, at some point, they might be
discovered and that they would belong to this new class.
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Adenylylation

Adenylylation is the process in which adenosine-5'-monophosphate (AMP) is covalently attached to
a protein, nucleic acid, or small molecule via a phosphodiester or phosphoramidate linkage. Most

often, the AMP is derived from ATP, but in some bacterial adenylylation reactions NADP™ is the
source. Similarly, deadenylylation is the process in which AMP is removed from the adenylylated
molecule. The adenylylation/deadenylylation processes may provide regulatory control of enzyme
activity, contribute to intermediate steps in individual enzymatic reaction mechanisms, or occur as
intermediate steps along the biosynthetic pathway of cofactors. In this sense, adenylylation is
analogous to phosphorylation, sulfation, methylation, and other intracellular covalent modification
reactions for which multiple functions exist. Adenylylation occurs in a wide range of organisms,
including bacteria, yeast, and mammals, although it is less common than many other post-
translational modification reactions as a source of enzyme regulation. The general chemical reaction
for ATP-dependent adenylylation is shown in Figure 1.

Figure 1. General reaction scheme for ATP-dependent adenylylation. R = O or N. The a, b, and g phosphorous atoms

are labeled.
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It is important to distinguish adenylylation from the related processes of phosphorylation,
adenylation, and ADP-ribosylation:

1. Phosphorylation is readily distinguished from each of the other processes by the lack of



incorporation of sugar or adenine in the acceptor.

2. Adenylation results in covalent attachment of ADP via the b-phosphoryl group. Relatively few
examples of adenylation are known, and they appear to be limited to adenylation of
carbohydrates to yield, for example, glucose-1-ADP.

3. ADP-ribosylation results in a covalent bond between the ribose moiety of NADPH and an
acceptor.

These covalent modification reactions also contribute to multiple biological functions, including
regulation of enzymatic activity. Analytically, adenylation may be distinguished from adenylylation

with the appropriate radiolabeled substrates. Specifically, a->2P-ATP, but not b->2P-ATP or g-32P-
ATP, will yield radiolabeled acceptor if adenylylation occurs. Typically, ATP that is radiolabeled

with *H or 13C in the adenine moiety is also used, in separate experiments, to confirm that label
incorporated into the acceptor is not a result of phosphorylation, without adenylylation. An
additional criterion that is often applied to distinguish adenylylation from phosphorylation is its
sensitivity to phosphodiesterases. Phosphodiesterases will cleave the AMP from an adenylylated
substrate, but they will not hydrolyze phosphate from phosphorylated protein. Specific examples of
molecules that are adenylylated are discussed separately below.

1. Glutamine Synthetase

In all organisms, glutamine synthetase (GS) plays a critical role in intermediary metabolism by
catalyzing the ATP-dependent condensation of ammonia with glutamate, to yield glutamine. It was
discovered by Stadtman and co-workers (1, 2) that Escherichia coli glutamine synthetase exhibited
dramatically different kinetic properties when isolated from cultures grown in nitrogen-rich vs.
nitrogen-starved media. They demonstrated that the differences in enzymatic activity of GS
corresponded to the presence or absence of covalently attached adenylyl groups. Since their initial
findings, bacterial GS and associated regulatory enzymes have provided a paradigm for
understanding biological regulation of nitrogen assimilation in some prokaryotic organisms.
Comparison of the molecular details of adenylylation-dependent regulation of prokaryotic GS
remains an active research area. Mammalian and plant GS, in contrast, are not regulated by
adenylylation.

Regulation of glutamine biosynthesis is characterized most thoroughly for E. coli and includes a
complex bicyclic cascade that controls the adenylylation of Tyr397 on the surface of GS. Bacterial
GS are dodecameric oligomers with two face-to-face hexameric rings. In the subset of bacterial
strains that regulate GS activity via adenylylation, the adenylylation state of GS may vary from 0 to
12 AMPs/GS dodecamer, and the enzymatic activity decreases with increasing extent of
adenylylation. The regulatory cascade is summarized in Figure 2. It includes the adenylyl transferase
(ATase), a signal transduction enzyme (Py;), and a uridylyl transferase (UTase) enzyme that responds

directly to nitrogen levels. When the nitrogen levels are low, UTase uridylylates Py; at Tyr51 to form
P-UMP. P[;-UMP stimulates the deadenylylation activity of ATase, to decrease the proportion of

GS in the adenylylated form and thus to increase the rate at which nitrogen is “fixed” in the amino
acid glutamine, derived from glutamate by GS. When nitrogen levels are high, the UTase cleaves the
UMP from P;-UMP to generate Py;. Unmodified Py stimulates the adenylylation activity of ATase,

to increase the adenylylation state of GS and reduce its efficiency in converting glutamate to
glutamine. The complexity of these regulatory cascades underscores the importance of adenylylation
as a mechanism for controlling nitrogen metabolism in some prokaryotes.

Figure 2. Bicyclic cascade for regulation of E. coli glutamine synthetase (GS). ATase catalyzes the



adenylylation/deadenylylation of GS; Py, stimulates the adenylylation activity, and uridylylated P;; (P;-UMP)
stimulates the deadenylylation activity. Uridylylation of P, is catalyzed by UTase. UTase uridylylates P;; when

nitrogen levels are low, and it hydrolyzes the uridylyl group from P, -UMP when nitrogen levels are high.
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The structural basis for the decrease in enzymatic activity of E. coli GS upon adenylylation is not
known. Although X-ray crystallography structures are available for the unadenylylated GS from
Salmonella typhimurium (3, 4), no structure for an adenylylated GS has been determined.
Spectroscopic and kinetic analyses indicate that adenylylation causes an increase in the Km

(Michaelis constant) for substrates and for the metal cofactors (Mngr or Mn2+) that are required at
each GS active site, although no specific interactions between the adenylyl group and protein
residues have been identified (5-7). On the basis of many biophysical criteria and hydrodynamic
volume properties, the adenylylated and unadenylylated forms of GS do not differ greatly in
conformation (8, 9). Presumably, adenylyl groups attached at Tyr397 of each subunit in dodecameric
GS induce subtle changes in the local conformation of the active sites to which they are adjacent.
Spectroscopic methods have suggested that the adenine moiety of AMP attached to each subunit
within the hexameric ring structure is highly dynamic, and it collides by diffusion with the subunit
adjacent to it (10, 11). Thus, specific hydrogen bonds or electrostatic interactions between the
adenylyl groups and protein residues may be limited to the phosphate and ribose moieties of AMP.
Alternatively, AMP may simply block the enzyme active sites sterically.

Based on sequence comparisons of GS from numerous prokaryotes, and on mutational analysis of
the E. coli and Anabaena 7120 GS, a minimal consensus sequence including the Tyr 397 to be
adenylylated and a properly positioned proline residue are required for efficient adenylylation by
ATase. These two residues are indicated in bold in the local sequence of E. coli GS: Met-Asp-Lys-
Asn-Leu-Tyr-Asp-Leu-Pro-Pro-Glu-Glu-Ser-Lys. Individual mutation of several residues in this
sequence has negligible or modest effects on the rate of adenylylation by ATase. In contrast,
replacement of the bold proline nearly abolishes the ATase-catalyzed adenylylation, and substitution
of serine by proline at the analogous position in the Anabaena 7120 is sufficient to make this GS a
substrate for ATase from E. coli (12, 13).

The E. coli Atase has been characterized genetically and biochemically; it is a constitutively
expressed 945 amino acid residue protein (~115 kDa) that contains two highly homologous domains
(8, 14). Genetically engineered N- and 3C-terminal domains that have been expressed separately and
purified are both catalytically active. However, the two nonoverlapping constructs exhibit different
catalytic activities. The N-terminal domain (residues 1 to 423) catalyzes deadenylylation of GS,



requires Pj;-UMP, and is inhibited by Py;. In contrast, the C-terminal domain (residues 425 to 945)
catalyzes the adenylylation of GS and is not regulated by Py or P-UMP. It is striking that Py; is

required for the adenylylation activity of the full-length ATase, whereas the C-terminal domain by
itself is unresponsive to Pj; or Py,-UMP. Presumably, P}y and P;-UMP regulate the adenylylation

reaction of the C-terminal domain by interacting with the N-terminal domain, or the full-length
construct is required to maintain the structural integrity of this regulatory site. In addition, glutamine
activates the adenylylation reaction of the C-terminal domain. It also is noteworthy that the
adenylylation and deadenylylation reactions catalyzed by ATase are not the reverse of each other.
Deadenylylation requires inorganic phosphate (P;) rather than PP., and the reaction product is ADP

rather than ATP. In effect, this deadenylylation reaction may be considered formally as transfer of an
adenylyl group from GS to P, or the adenylylation of phosphate anion. Although the two functional

domains of ATase exhibit significant homology at the amino acid level, they have clearly distinct
functional properties. The structural basis for these differences remains unknown.

2. DNA Ligases, RNA Ligases, and Related Enzymes

DNA ligases and RNA ligases catalyze the formation of phosphodiester bonds at single strand breaks
with adjacent 3'-hydroxyl and 5'-phosphate termini in DNA or RNA, respectively. For bacterial,
mammalian, and virus ligases, the first step in the catalytic cycle is the adenylylation of an active-site
e-amino group of a lysine side chain (Fig. 3). Mammalian and virally encoded ligases utilize ATP to

adenylylate the lysine, whereas bacterial ligases exploit NADP™ . A consensus sequence found in
ligases from each of these sources that includes the adenylylated Lys, in bold, is -Lys-X-(Asp/Asn)-
Gly- (15, 16). The phosporamidate bond formed upon adenylylation of the lysine residue is more
stable toward hydrolysis than is the phosphoester bond formed upon adenylylation of tyrosine
residues or hydroxyl groups of aminoglycosides. Interestingly, a similar consensus sequence is found
in messenger RNA-capping enzymes that transfer guanylylate to the 5’-terminus of mRNA, followed
by methylation to generate the mature RNA message.

Figure 3. Mechanism for DNA and RNA ligases. The catalytic reaction begins with ATP-dependent adenylylation of the
adenine; E, a ligase.
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Functionally related RNA 3’-phospho-cyclases have been identified, and they appear to be present in
mammals, yeast, enteric bacteria, and archaebacteria. This wide distribution suggests that these
enzymes have a critical role, but no physiological function has been determined. As part of the
catalytic cycle, the 3'-phosphoryl group on the terminal nucleotide of transfer RNA or small nuclear
RNA (snRNA) undergoes ATP-dependent adenylylation, to generate a phosphodiester bond. This
intermediate is attacked subsequently by the 2'-hydroxyl group to release AMP and produce a
terminal cyclic phosphate (17). As with the ligase-catalyzed reactions, this cyclization proceeds via
an initial adenylylation reaction.

3. Other Mammalian Proteins

On the basis of radiolabeling experiments, it has been suggested that plasma membrane proteins
from liver or parotid glands of rats are adenylylated (18, 19). No function has been ascribed to any of
these proteins. The hepatic proteins are glycosylated, and their adenylylation is inhibited by lectins
(20). An interesting possibility is that the adenylyl group is attached to these proteins via their
carbohydrates. The same proteins are phosphorylated, and it has been suggested that some protein
kinases may be capable of catalyzing adenylylation, in addition to phosphorylation. Further studies
that demonstrate covalent attachment of adenylyl groups unambiguously are required, and the
physiological function for adenylylation of these proteins remains unclear.

4. Aminoglycoside Antibiotics

Several aminoglycoside antibiotics, including tobramycin, gentamycin, and kanamycin, are
adenylylated by bacterial nucleotidyl transferases, and this contributes to antibiotic resistance in



some strains. The enzymes responsible are not specific for ATP, and they also utilize GTP or UTP,
thus resulting in guanylylation or uridylylation as well. These nucleotidyl transferases are plasmid-
encoded. The adenylylation (nucleotidylylation) site on various aminoglycoside antibiotics differs,
but it is most frequently either (a) the 2'- or the 3'-hydroxyl of the 3-aminoglucose ring or (b) the 4'-
hydroxyl of the 6-aminoglucose ring. Based on the X-ray crystallography structure of kanamycin
nucleotidyl transferase (21), the catalytic mechanism has been proposed to be an in-line
displacement of PP; by the hydroxyl group of the aminoglycoside, with an active-site glutamate

residue acting as a general base. The presence of only a few contacts between the adenine ring of

ATP and the nucleotidyl transferase active site is consistent with the lack of specificity for the
nucleotide substrate.

5. Adenosine-5-Phosphosulfate

An additional example of adenylylation is provided by the biosynthetic pathway of the cofactor 3'-
phospho-adenosine-5'-phosphosulfate (PAPS), which is summarized in Figure 4. This cofactor is
used by several sulfotransferases in the sulfation of catechols, phenols, and other alcohols. An
intermediate formed en route to PAPS is adenosine-5'-phosphosulfate (APS). APS is formed by ATP
sulfurylase, in an adenylylation reaction that requires ATP and sulfate ion, 507 ~, to yield APS and
PP.. The formation of APS is partially rate-limiting in PAPS biosynthesis, and deficiency of ATP-

sulfurylase may cause impaired sulfation of proteoglycans required for maintenance of extracellular
matrix, cartilage, and connective tissues. Thus, the adenylylation reaction catalyzed by this enzyme
may have direct clinical impact, manifested as chondrodysplasias, if it operates inadequately (22).

Figure 4. Biosynthesis of 3'-phospho-adenosine-5'-phosphosulfate (PAPS). The first step in the biosynthetic pathway
is adenylylation of sulfate to generate adenosine-5'-phosphosulfate (APS).
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Adjuvants

The term adjuvant designates substances that enhance the immune response without affecting the
specificity of recognition. “Adjuvanticity” was first described in the 1920 by Ramon, who made the
observation that mineral substances (such as metal salts and aluminum) or crude materials (such as
tapioca) considerably augment the immune response to various vaccines. He then invented the name
of “substances stimulantes et adjuvantes de 1'immunité.” When an immune response is monitored by
the kinetics of occurrence of circulating antibodies, it can easily be shown that, in the presence of
adjuvants, the antibody titer is considerably higher and is maintained for a much longer period of
time. Although first discovered over 70 years ago, very little progress has been made in this area, and
the mode of action of adjuvants remains somewhat elusive. It is generally accepted that they act
essentially in two ways: (/) retain the antigen in emulsion or aggregates, depending on the nature of
the adjuvant, ensuring a slow but relatively constant release of antigen that may continuously
restimulate the immune system; and (2) behave as a nonspecific activator of some partners of the
immune response, like mobilizing macrophages that are acting as antigen-presenting cells or by
exerting a polyclonal activation of lymphocytes, which is the case for the bacterial
lipopolysaccharide (LPS), a potent polyclonal activator of B cells.

To date, the best and universally used substance is the so-called Freund's complete adjuvant, which
is an emulsion prepared with a suspension of killed mycobacteria in mineral oil. Unfortunately, it
cannot be used for human purposes and must be strictly confined to laboratory animals. Attempts
have been made to isolate active molecules from mycobacteria (and also from many other
microorganisms). This resulted in a long list of molecules, from which the muramyl dipeptide (V-
acetylmuramyl-L-alanyl-D-isoglutamine, or MDP) was the most extensively studied. Endowed with
good adjuvant properties, it is still too toxic for human use; and many attempts have been made, and
are still being made, to define nontoxic homologues. For vaccination purposes in humans thus far,
the old recipes, among which are aluminum hydroxide, aluminum phosphate, or alum precipitate, are
still the most widely used.

An interesting advance was made with ISCOM (which stand for immuno-stimulating complex),
proposed by Morein et al. (1) ISCOM is a cage-like matrix made up of cholesterol and Quil A, which
is a substance extracted from the bark of a tree, Quillaja saponaria, that contains, after partial
purification, five main components with triterpenoid structures. The matrix spontaneously organizes
in the presence of antigen, most often protein isolated from a viral coat envelope. The construction
ensures high immunogenicity and is used in a number of animal vaccines.

It is likely that one key event played by adjuvants is at the steps of antigen uptake and processing by
antigen-presenting cells. Supporting this idea is the fact that bacterial, or more generally particulate
antigens, are far better immunogens than the purified molecules isolated from cells. This constitutes
an obvious difficulty for designing sophisticated “pure” vaccines, which would at first sight appear
advantageous over using complete bacteria that usually contain toxic components, but that also serve
as carrier with an adjuvant effect for the desired antigen. To date, an ideal vaccine would have to
reconcile the purity of a recombinant protein with a well-characterized potent adjuvant. We know
much about making recombinant proteins, but have at present no convincing pure adjuvant. One
interesting approach is to use a living vector, such as vaccinia virus, that has been genetically
modified to express a given antigen at the surface of the microorganism. One may also couple a gene
expressing the antigen with a gene encoding a cytokine that would specifically favor the
amplification of a helper T cell compartment. Another possibility is to embed the antigen in
liposomes that could be eventually targeted to well-defined cells of the immune system.

All these approaches have been attempted with variable success. To date, one must unfortunately
admit that, despite the fantastic progress made in recent years in the understanding of the basic



mechanisms that operate in the immune system, no really significant advances have been made in
defining more efficient and more rational vaccines.

See also the entries Immune Response, Immunization, and Immunogen.
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ADP-Ribosylation, Mono

MonoADP-ribosylation is a post-translational modification, catalyzed by ADP-ribosyltransferase

(ADPRT), that transfers the ADP-ribose moiety from NAD™ to a specific amino acid residue of
target protein and releases the nicotinamide moiety. To date, four amino acid-specific ADPRT have
been reported, specific for arginine, cysteine, diphthamide (a modified form of histidine), and
asparagine residues. These transferases were originally discovered as the cholera, pertussis, and
diphtheria toxins and the Clostridium botulinum C3 enzyme (1, 2), in the order of amino acid-
specificity described above. The native form of such ADP-ribosylating toxins is a heteromultimer,
and one of the subunits has ADP-ribosyltransferase activity (1). The catalytic subunit penetrates the
host cell with the assistance of the other subunits. The prokaryotic ADPRT modify target proteins,
including a variety of GTP-binding proteins, in eukaryotic cells (Fig. 1). This modification leads to
alterations in the target protein, and consequently in cell functions (1). The bacterial toxins and C3
enzyme have proven extremely useful in studies on signal transduction pathways in various cell
types of eukaryotes. MonoADP-ribosylation must be distinguished from poly-ADP ribosylation.

Figure 1. Target protein and acceptor site for ADP-ribosylation in eukaryotic cells by prokaryotic toxins and C3
enzyme.
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The reversible Arg-specific ADP-ribosylation (Fig. 2), like protein phosphorylation, was initially
documented as a regulatory mechanism for control of nitrogen fixation in the photosynthetic
bacteria Rhodospirillum rubrum and Azospirillum braziliense (3). Endogenous dinitrogenase
reductase-ADPRT modifies Argl01 on the target protein, dinitrogenase reductase, resulting in
inactivation of the reductase. Recovery from the inactive form is achieved through cleavage of the
Arg-ADP-ribose linkage by dinitrogenase reductase-activating glycohydrolase. This is the only
example of metabolic regulation through endogenous ADP-ribosylation. Purification,
characterization, and molecular cloning of eukaryotic Arg-specific ADP-ribosyltransferase (4-7) and
of ADP-ribosyl-Arg hydrolase (8) were reported. By analogy to prokaryotes, metabolic regulation
through reversible ADP-ribosylation in eukaryotes has been postulated.

Figure 2. Arg-specific ADP-ribosylation and de-ADP-ribosylation reactions.
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Among the eukaryotic ADPRTSs detected, the best-defined one is Arg-specific. Purification and



characterization of the ADPRT from turkey erythrocytes (4), rabbit skeletal muscle (9), and chicken
peripheral heterophils (polymorphonuclear leukocytes) (5) revealed that these enzymes exhibit
different physical and regulatory properties, kinetics, and intracellular localization. Guanidino
compounds, such as arginine and agmatine, function in vitro as acceptors for Arg-specific ADPRT

(4). With b-NAD™ and arginine as substrate, a-ADP-ribosylated arginine is formed by Arg-specific
ADP-ribosyltransferase; and the a anomer, but not the b anomer, is utilized as substrate by ADP-
ribosyl-Arg hydrolase (10).

Some of the ADPRTSs catalyze NAD glycohydrolysis or auto-Arg-specific ADP-ribosylation, when
either water or the enzyme itself serve as acceptor for ADP-ribose (1, 2). Upon incubation of intact

cells or cell lysates with [32PINAD", it would appear that the ADP-ribose released from NAD™ by
cellular NAD glycohydrolase is attached to some proteins nonenzymatically (11, 12). Thus,
enzymatic and non-enzymatic ADP-ribosylations should be differentiated.

Molecular cloning and expression studies of complementary DNA for Arg-specific ADPRT revealed
that the rabbit and human skeletal muscle transferases are glycosylphosphatidylinositol-anchored
(GPI-anchored) (6) and that two forms of transferases from chicken bone marrow cells are secreted

(D.

The previously known rat and mouse T-cell marker RT6 have significant sequence Homology to the
ADPRT. It is now accepted that these proteins are GPI-anchored and possess transferase and/or
NAD glycohydrolase activities (13-15).

A common feature of the vertebrate Arg-specific ADP-ribosyltransferase is their resemblance to the
transferase from cholera toxin and to Escherichia coli heat-labile enterotoxin. Strictly conserved
regions around the active site containing two Glu residues (E207 and E209, indicated with an
asterisk in Fig. 3) are seen in all Arg-specific ADPRT detected in vertebrates, bacteria, and viruses.
On the other hand, RT6.1 and RT6.2 (rat), which have NAD glycohydrolase activity, but not Arg-
specific ADPRT, contain Gln in place of Glu207. The recombinant protein of a mutant GIn207Glu-
RT6.1 possesses Arg-specific ADPRT activity (16, 17), but alterations in the kinetic parameters of
the NAD glycohydrolase reaction are slight (17). Furthermore, the mouse homologues of rat RT6,
Rt6.1, and Rt6.2 have Glu207 and ADPRT activity. When the Glu is replaced with Gln, Rt6.1 loses
the activity (17).

Figure 3. Comparison of the amino acid sequences of a Glu-rich motif in eukaryotic, prokaryotic, and viral Arg-
specific ADP-ribosyltransferases and T-cell antigen RT6. References are cited by the numbers in parentheses. ADPRT:
arginine-specific ADP-ribosyltransferase.
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Human skeletal muscle ADPRT 233: SFFPGEEEVLIPF (23)
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E. colil heat-labile enterctoxin 105: SPHEFYEQEVSALG (25)
O, perifringens iota toxin 414: PEYAGEYEVLLNH (26)

Bacteriophage T2 583: LGIATEAEVILER (27



It has been reported that defects in RT6 expression are associated in various animal models with the
pathogenesis of autoimmune insulin-dependent diabetes and systemic lupus erythematosus (18, 19),
although a possible mechanism for RT6-mediated protection from these autoimmune diseases is
unknown. Definite physiological functions of monoADP-ribosylation in eukaryotes must be
established by further investigation.
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Adriamycin

1. Introduction

Adriamycin is the trade name for an anthraquinone-containing antibiotic which also has the
international nonproprietary name (INN) of doxorubicin (1) and the NCI internal identification
number NSC 123127. It is a member of the anthracycline group of compounds that contain an
anthraquinone chromophore and a polycyclic ring system (1). It has good anticancer activity against
a wide spectrum of tumors (and still remains as the antitumor agent that has the widest spectrum of
anticancer activity) and is one of the most extensively used of the fifty or so chemotherapeutic
compounds currently in clinical use (2-4). Its full potential as an anticancer agent has not been
reached because of a dose-limiting cardiotoxicity (1-4). Despite enormous effort during the last 30
years to develop more effective and less cardiotoxic derivatives, it remains one of the best, proven
anticancer drugs. It also exhibits good antibacterial activity.

2. Structure and Chemistry

Adriamycin consists of a planar tetracyclic ring system linked by a glycosidic bond to daunosamine,
an amino sugar (Fig. 1). It is a bright red compound that is normally isolated as the hydrochloride
salt, has the chemical composition C27H29011~HC1, a molecular weight of 579.98, and is soluble in

water, physiological saline, and methanol (5, 6). The pKa of the amino group is 8.2 (5, 6). In neutral
aqueous buffers, it self-associates (7), has absorbance maxima at 233, 480, and 530 nm, and at

concentrations less than 25 uM has an extinction coefficient of 11,500 M em'at 480 nm (7). It is
fluorescent and can be quantitated in aqueous solutions using excitation and emission wavelengths of
480 and 595 nm, respectively. The solid compound is quite stable if kept in the dark at 4°C and free
of moisture. It is photosensitive and therefore solutions must also be kept in the dark at 4°C; even

under these conditions, some decomposition will occur in a week or so. It chelates Fe3with
exceedingly high affinity and readily forms the Fe(Adriamycin); complex (8).

Figure 1. Structure of Adriamycin and clinically relevant derivatives.
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3. History

In 1958 a new species of Streptomyces was identified in a soil sample taken from southern Italy. A
red antibiotic, daunomycin was isolated from this microorganism and exhibited good activity against
a range of murine tumors (1). In a search for other potentially more active derivatives of
daunomycin, the soil microorganism was subjected to the mutagen N-nitroso-N-methyl urethane and
produced a mutant strain that yielded a modified form of the antibiotic. This new antibiotic (named
Adriamycin because of the closeness of the original soil sample to the Adriatic Sea) exhibited both a
wider spectrum of activity and an improved anticancer response against animal tumors than
daunomycin (1) and was also remarkably successful in treating human tumors. Adriamycin was
rapidly introduced into clinical trials in Italy and the United States and was approved for clinical use
in the United States in 1974 (1).

4. Clinical Use

4.1. Tumors

Adriamycin is particularly useful for treating solid tumors such as breast, lung, ovarian, and thyroid
carcinomas, as well as soft tissue sarcomas (2-4). It is also active against lymphoid and myelogenous
leukemia (2-4).

4.2. Dose and Administration

It is normally administered as a bolus at a dosage of 45-75 mg/m2 every 3—4 weeks, or more
recently as a continuous intravenous infusion during 4-5 days (2, 3). It is inactive if administered
orally because the glycosidic bond is hydrolyzed in the gastrointestinal tract. For most treatment
regimes it is administered as one component of a combination of drugs (2).

4.3. Side Effects
The most significant problem is a cumulative, dose-dependent cardiomyopathy that can lead to heart

failure in up to 10% of patients who receive the maximum recommended dose of 550 mg/m2(;, 3).
This cardiotoxicity can be acute (hours to days following treatment) or more commonly, can be
delayed by months or even years. The cardiotoxicity appears to be due to the redox activity of the
drug (9): Adriamycin can undergo a one electron reduction [catalyzed by a range of enzymes such as
microsomal cytochrome P450 reductase, mitochondrial NADH dehydrogenase, cytochrome b5
reductase, and xanthine reductase (10)] leading to production of the semiquinone that generates



superoxide in the presence of molecular oxygen, then hydrogen peroxide, and ultimately the
extremely reactive and highly toxic hydroxyl radical. These hydroxyl radicals react with any nearby
molecule, and hence lead to oxidative damage of critical targets such as DNA and membrane lipids.
In most tissues this lethal process is minimized by superoxide dismutase (which converts superoxide
to hydrogen peroxide) and catalase (which subsequently converts hydrogen peroxide to water), as
well as glutathione peroxidase (which also converts hydrogen peroxide to water). Heart tissues are
particularly sensitive to Adriamycin because of their greatly compromised capacity for protection
against hydroxyl radicals due to the lack of the bulk hydrogen peroxide detoxifying enzyme catalase
and also because Adriamycin inhibits gutathione peroxidase activity (10). Other side effects of
Adriamycin therapy are hair loss (alopecia) which usually starts after the first dose of Adriamycin,
nausea and vomiting (usually overcome nowadays by appropriate antinausea drugs), and reduction in
bone marrow function (with maximum suppression 10—14 days following treatment).

4.4. Pharmacokinetics
The disappearance of Adriamycin in plasma is adequately described by a three-compartment model
whose half-lives are approximately 10 min, 3 h, and 30 h (11). The plasma level is rapidly depleted

and only 0.2 mM remains (average of nine patients) several hours after administration of a 30 mg/m2
bolus dose of Adriamycin (12); 0.02 uM remains several hours following a 75 mg dose (either as a
bolus or 4 h infusion) to a single patient (13). In contrast, the intracellular concentration of drug was
approximately 4 uM and 6 uM, respectively, for these two studies (12, 13). The striking features of
these results are that the intracellular concentration of drug is typically 100—1000 times greater than
that in plasma (14), and that the intracellular drug pool has an extremely long half-life of 4-5 days
(13). The uptake into solid tumors is similar to that of normal tissues (12).

Pharmacology. The major metabolite of Adriamycin involves metabolism of the C9 side chain
alcohol to adriamycinol, where the conversion is catalyzed by the ubiquitous cytoplasmic NADPH-
dependent aldo-keto reductase (15). Subsequent microsomal glycosidases that are present in most
tissues convert adriamycinol into the inactive deoxyadriamycinol aglycon and daunosamine. The
aglycon is then demethylated and conjugated to polar groups to yield more hydrophilic metabolites
that are excreted mainly in the bile (15).

The drug distribution has been examined in 20 cancer patients where tissue uptake decreased in the
following order: liver > lymph nodes > muscle and bone marrow > fat and skin (12). It has long been
known that Adriamycin localizes in the nucleus at the subcellular level (16). This has been
confirmed recently in single squamous carcinoma cells by quantitative confocal laser scanning
microscopy, where the nuclear level was twice that of the cytoplasm 30 minutes after exposure to

1 pg/mL of Adriamycin, and increased even more with time (17). Interestingly, the cytoplasmic drug
level was also higher than that of the medium (17), and this is surprising because Adriamycin is
taken up into cells by passive diffusion (18). Nuclear localization is readily attributed to the known
high affinity of Adriamycin for DNA (see below). The nature of cytoplasmic localization is less
clear, but the distribution as a multitude of small patches of fluorescence throughout the cytoplasm
(19) is consistent with some degree of mitochondrial localization (because the drug binds to
mitochondrial membranes and, to a lesser extent, also to mitochondrial DNA); it is known that there
are as many as a thousand mitochondria per cell (20).

4.5. Resistance

When cells in culture are exposed to Adriamycin for an extended period of time, the cells gradually
become resistant to the drug. This type of resistance is due primarily to amplification of the
multidrug transporter gene mdr! that leads to overexpression of a 170-kDa glycoprotein now known
as P-glycoprotein (21). This protein forms a pore in the cell membrane and actively pumps
Adriamycin (and many other drugs) out of the cell, using ATP as an energy source. In patients
treated with Adriamycin, much of the resistance that develops over several months (and diminishes
the antitumor effect of the drug) and appears to derive from overexpression of P-glycoprotein. To
enhance the usefulness of Adriamycin, there have been some attempts to develop specific inhibitors
of this protein. This approach is no longer considered viable because of the multitude of other drug



efflux pumps that have been identified in recent times (22).

In addition to the phenomenon of multidrug resistance, other mechanisms of resistance have been
identified for Adriamycin, including elevated levels of glutathione and decreased levels of
topoisomerase II in cells in culture (although not yet demonstrated in tumors) (21).

5. Interactions with DNA

Numerous studies have shown that Adriamycin binds to DNA with high affinity by intercalating
between adjacent base pairs of DNA. In this process the DNA unwinds to accommodate the drug.
This is reflected by an increase in the length of small linear fragments of DNA (hence an increase in
the viscosity of the solution) or in the loss of a number of negative supercoils for supercoiled DNA
such as a plasmid (that results in an initial increase of viscosity and a decrease of the sedimentation
coefficient). These processes have been summarized previously (3, 23). The structure of the
intercalated species has been fully characterized by X-ray crystal studies of the drug—oligonucleotide
complex. The dominant features are that the drug chromophore lies virtually at right angles to the
adjoining base pairs and the amino sugar fits snugly into the minor groove of DNA (24, 25).

Earlier binding studies (before about 1980) misinterpreted curved Scatchard plots as indicating more
than one class of DNA binding site. It is now known that this curvature which results from the
extreme form of negative cooperativity is displayed when the drug binds to DNA, and is fully
described by the neighbor-exclusion principle; values for the intrinsic association constant and the

number of occluded base pairs are approximately 2-10° M 'and 3.0 bp, respectively, at near
physiological ionic strengths (26, 27). Although this interpretation assumes that the drug intercalates
randomly between all possible base pair combinations, this is not strictly correct because there is a
slight selectivity of sequence for some sites. Theoretical quantum mechanical calculations indicated
the requirement for a three base pair site, and ACG is likely to be the preferred site (28, 29). In vitro
transcription footprinting studies confirmed the requirement for a triplet site, but showed that the
preferred consensus sequence is TCA (where the drug intercalates between C and A) (30), although
there was clearly only small energetic differences between this and other triplet sites.

Adriamycin is in rapid equilibrium with DNA. The on-rate is diffusion controlled, and the off-rate is
also fast and usually measured by stopped-flow detergent sequestration. This has revealed that
Adriamycin has an overall half-life on DNA of approximately 0.5 s at room temperature (31),
although by analogy with the structurally similar drug daunomycin, the kinetic processes are likely
to be much more complex, especially for longer dissociation times (32).

6. Mechanism of Action

The exact molecular events involved in the mechanism of action of Adriamycin have not yet been
resolved. Although many possible mechanisms have been proposed and the problems in identifying
the critical factors have been well summarized (33, 34), many potential mechanisms have been
identified, including impairment of topoisomerase II activity, bioreductive action of the drug, free
radical effects, membrane related effects (33, 34). There is a convincing body of evidence to show
that the primary target is DNA (33-35). Some of this evidence is that almost all of the drug in the
nucleus (>99.8% of single, living cells is associated with DNA (36); more than 80% of all of the
drug present in human tumor biopsies is associated with DNA (37); and increasing drug activity
(over three orders of magnitude) correlates with increasing DNA binding, damage, or impairment of
DNA template activity (38). Therefore DNA binding appears to be related in some way to the
anticancer properties, and at present there are two types of interactions with DNA that appear to
relate to the drug action: impairment of topoisomerase II activity and formation of drug—-DNA
adducts.

6.1. Impairment of Topoisomerase 11
When Adriamycin is added to tumor cells in culture, protein-associated double- and single-strand



DNA breaks occur close to nuclear matrix attachment sites where topoisomerase 11 is localized. This
enzyme regulates the topological state of DNA, and the DNA breaks appear to arise from
intercalation of the drug at that site, which results in structural distortions that interfere with the re-
ligation step of topoisomerase II (2, 39, 40). There are several reasons why this appears to be a major
contribution to the mechanism of action of Adriamycin: the activity of the enzyme is reduced in
tumor cells which are resistant to Adriamycin (39, 40); a correlation has been shown between the
induction of double-strand DNA breaks and the cytotoxicity of Adriamycin in P388 leukemia cells
(41); and this type of DNA damage occurs at clinical levels of the drug (39, 40). However, there is
also evidence that other factors contribute to the mechanism of action of Adriamycin and that the
activity cannot be accounted for solely by impairment of topoisomerase II: some studies failed to
detect DNA strand breaks in cell cultures at Adriamycin concentrations where cytotoxic responses
were observed (42); topoisomerase II mediated damage is rapidly reversible following removal of
the drug (39), whereas it is known that DNA double- strand breaks increase long after removal of the
drug (43); some derivatives that induce a high level of double-strand breaks exhibit a low level of
cytotoxicity (44); and there is little evidence that topoisomerase Il is involved in some tumors (10).

6.2. Adriamycin—DNA Adducts

There have been many reports of Adriamycin—DNA adducts formed by enzymatic, microsomal, or
cellular activation of the drug (33, 45, 46), but it was not until 1990 that it became clear from in vitro
transcription footprinting studies that these adducts formed predominantly at 5'-GC-3" sequences
(47). It was subsequently shown that adducts at these sites behave as an interstrand cross-link (48,
49), although with limited stability [half-life of 5 —40 h depending on the DNA sequence and
fragment length (49, 50)]. It is now clear that adducts at GC sequences and interstrand cross-links at
GC sequences are one and the same lesion and that the adducts stabilize DNA sufficiently so that
they function as “virtual interstrand cross-links” (51-53). The adducts have been well characterized
in the solid state by X-ray crystal diffraction (54) and in solution by 2-D NMR (55).

Surprisingly, it has been shown that the adducts are mediated by formaldehyde and involve a
characteristically unstable aminal linkage to the N-2 of guanine on one strand of DNA (51-55) (Fig.
2). This unusual adduct exhibits some of the characteristics of an interstrand cross-link because of
the additional stability that arises from the intercalated chromophore and from additional hydrogen
bonds that are formed to the second DNA strand (51-55). The cross-linkage is unstable to heat and to
alkali, and this explains why it has proven so difficult to find this lesion in cells in the past (50).
Conditions have been established to isolate these lesions from tumor cells (56-59), and this led to a
resurgence in cellular studies of this drug. There is now good evidence that these adducts contribute
to the mechanism of action of Adriamycin: the capacity of different derivatives of Adriamycin to
form adducts (virtual cross-links) correlates well with their cytotoxicity (57), and gene-specific
cross-linking assays have detected sufficient lesions in both the nuclear and mitochondrial genomes
to show that this lesion is cytotoxic at clinical levels of the drug (58). Total cellular DNA adducts

have also been quantitated directly using [14C]Adriamycin (58). Because of the formaldehyde-
dependent activation of Adriamycin, formaldehyde-releasing prodrugs that have been examined in
combination with Adriamycin lead to as much as a 20-fold increase of Adriamycin—DNA adduct
levels and a synergistic cytotoxic response (59).

Figure 2. Structure of Adriamycin—-DNA adducts (52, 54, 55). The exact location of H bonds has not been defined and
will depend upon the DNA sequence flanking the 5'-[GC-drug-N]3’ binding site (55).



O OH

| _CH,;0H
':".: ‘-HH._ a”fll
SOOGS0
TH.
‘NN

CH,O O OH 0 J“v)%
R”—N 0

0 j ’
CH ", \=N

A 3o % DNA strand I
( /[\ OH, b,
& ~-CH,
N UNH
{
R‘.

-"-'1_ DNA strand 1

6.3. Other Possible DNA-Related Effects

Two additional DNA-related effects also occur at low drug levels in vitro, but at this stage the
contribution to the mechanism of action of Adriamycin under clinical conditions is unknown (34):
impairment of DNA ligase activity (60): impairment of helicase activity (61).

6.4. Current Status

The evidence at present indicates that there is no single mechanism of action of Adriamycin. Both
impairment of topoisomerase II activity (resulting in protein associated double-strand breaks) and
formation of interstrand cross-links occur at clinical levels of the drug. It is known that Adriamycin
activates the general cellular response to DNA damage in which the tumor suppressor protein p53 is
induced, resulting in arrest of the cell cycle and the induction of apoptosis (62). Although it is known
that apoptosis occurs at submicromolar concentrations of the drug (63), this response is yet to be
fully understood in the context of drug-induced cytotoxicity (64). The development of new
derivatives of Adriamycin in the future is likely to rely heavily on an even more detailed
understanding of the molecular consequences of the DNA damage induced by this drug.

7. The Search for New Derivatives

Because of the dose-limiting toxicity of Adriamycin, there has been an intense international effort in
the past three decades to find new derivatives that have improved anticancer activity and/or reduced
cardiotoxicity. This endeavor has been extremely well summarized by Weiss (1). Unfortunately, the
outcome from this search has been disappointing. From more than 2000 derivatives tested by 1992
(and perhaps as many as 2500 tested to date), none is substantially superior to Adriamycin for
proven clinical anticancer activity. However, several offer advantages for clinical use: idarubicin
(lacking the methoxy group at the C4 position) is more amenable to oral administration than
Adriamycin; epirubicin is less cardiotoxic and results in less nausea and vomiting than Adriamycin
at equimolar doses—it has anticancer activity similar to that of Adriamycin, but reduced side effects
have facilitated its wide use as an alternative to Adriamycin. High-dose clinical trials are still in
progress with this derivative. One new and encouraging approach that is emerging is the
development of “preactivated” forms of the anthracyclines; these formaldehyde-activated derivatives
(doxoform, epidoxoform) exhibit increased toxicity to tumor cells, especially to anthracycline-
resistant cells (65).
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Affinity Chromatography

1. The Basic Principle

Affinity chromatography (AC) is a general chromatographic method for the selective extraction
and purification of biological macromolecules on the basis of their biorecognition (1-3). The method
makes use of the specific physiological affinity between a desired macromolecule (M) and one of its
physiological ligands (L). The ligand, or its analogue (L'), actually acts as a “bait” and is used to
extract or “fish out” a desired macromolecule (M) (Fig. 1) from a mixture of macromolecules (M;;
M,; M3; My; Mg; M Ya). The other macromolecules have a very low (if any) affinity for L,

presumably because they are designed to refrain from interfering in vivo with the physiological
recognition of L by M.

Figure 1. Schematic representation of the general procedure for an AC purification. For further details, see text.
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2. General Procedure for an AC Purification: Key Steps

1. Immobilization (anchoring) of the ligand on an inert carrier: L is anchored on a carrier to yield an
insoluble material, usually in a beaded form. This carrier should be as inert as possible (eg, beaded
agarose) to achieve true active-site-mediated AC. Also, the attachment point of the ligand should not
involve groups that are involved in binding to the macromolecule. Over the years, different carriers
and various methods for ligand immobilization were developed. These were reviewed and evaluated
by Wilchek et al. (3). In general, the anchoring of L onto an inert carrier involves (i) the introduction
of chemically reactive groups to the inert carrier, (ii) the covalent attachment of L to the activated
carrier, and (iii) inactivation of the excess of reactive groups (if any) that may remain on the
activated carrier after completion of the ligand anchoring step. The immobilized ligand can be used
either batchwise or as a column. It may also find other uses—for example, to detect or demonstrate
specific protein—protein interactions by the binding of a specific protein. Furthermore, it may use the
resulting column material to bind and fish out another protein that interacts with it. Such
immobilized ligands have been used also for labeling of cells, for the localization of proteins on cell
surfaces, for the demonstration of leakage of enzymes or specific proteins from damaged tissues, and
SO on.




Historically, the pioneering work of Axén et al. (4) on the CNBr activation of beaded agarose had a
great influence on the development of AC and the conversion of this methodology into a most
widely used tool in separation science. To this day, beaded agarose continues to be the inert carrier
of choice, and its activation with CNBr for ligand binding is still an activation method of choice. A
thorough analytical study of the mechanism of activation of agarose by CNBr (5) showed that three
major products are formed: a carbamate (chemically inert), a linear or a cyclic imidocarbonate
(slightly reactive), and a cyanate ester (chemically very reactive). Analysis of freshly activated
agarose showed that 60% to 85% of the total coupling capacity of the agarose is due to the formation
of the cyanate esters. They are the ones that actually react and immobilize the ligand (Fig. 2). On the
basis of this mechanism of activation by CNBr, it became possible to develop more efficient
activation procedures, which are reviewed in Refs. 3 and 6.

Figure 2. The mechanism of the CNBr activation of agarose. (Modified from Ref. 3.)

0
Hydrolysi I
— e L0—C—NH; carbonate (inert)
Interchain
rearrange- MH ;
Linear
|
I:SE _CNBr _ }—D—CEN ment _g_é_DAI imidocarbonate
Cyanate ester | | terchain (slightly reactive)
{"u"erl." reactive) rearrange-
ment —0< Cyclic

oy ~C=NH imidocarbonate
(slightly reactive)

A I |

b i
0
IVD—C—NH-Lngand I:G:C=NH—L|gand }—D— —MNH— Ligand
lzourea M-substituted M-substituted
derivate imidocarbonate carbamate

2. Selective adsorption. The key selective step in AC is obviously the extraction of the desired
macromolecule M, which is singled out and removed by the immobilized L, from the mixture in
which it is present. The macromolecule—be it an enzyme, an antibody, a receptor, a hormone, a
growth factor, or the like—is selectively bound by the biospecific ligand L, which can be another
protein, a peptide, a polynucleotide or a nucleotide, a polysacharide or a carbohydrate, a lipid, a
vitamin, or just a metal ion. Functionally, L may be a substrate, a substrate analogue, an inhibitor, an
antigen, a coenzyme, a cofactor, or a regulatory metabolite. In many cases, the biospecific ligand
used for the immobilization is a structural analogue of the physiological ligand (L"). It is imperative,
however, to ensure that it still retains the property of selective binding to M, and ideally to M only.
In choosing the ligand for an affinity chromatography column, it is often possible to adjust the grip




of M onto the anchored L, and thus to optimize both the adsorption and the elution steps. It should be
noted that the adsorption conditions used (buffer, pH, ionic strength, temperature) should also be
carefully chosen to secure an optimal and selective adsorption.

3. Washing out nonspecifically bound impurities. This is usually carried out with an excess of the
buffer used for selective adsorption.

4. Elution of the desired macromolecule. The detachment of M from the column (elution) is one of
the most important steps in purification by AC. Obviously, the ideal elution is by a specific
displacement of M with an excess of its biospecific ligand (Fig. 1). This procedure preserves the
native structure of M by forming the more stable complex of M with its biospecific ligand L. When
such elution is achieved, it strongly suggests that true active-site-mediated AC is involved.
However, very often biospecific ligands fail to elute the desired protein, and nonspecific means have
to be applied. These usually include a change in solvent or buffer composition, a change in pH or in
ionic strength, the addition of a chaotropic or a “deforming” buffer, a change in temperature, or a
change in the electric field (electrophoretic desorption) (3). All these bring about a deformation of
the protein (7, 8), a concomitant loosening of the grip of M for L, and consequently elution. In some
cases, the binding of M to the L column is so tight that it is not possible to recover M in a fully active
form. If M is an enzyme, this may yield a less active preparation (part of the M molecules may be
totally inactive, or all molecules may have a lower affinity for the substrate or a lower turnover
number). In some instances, the purified enzyme is fully active, but it may lose its ability to be
regulated—for example, if the regulatory domain of M loses its affinity for a regulatory metabolite.
Under such circumstances, immobilized ligands with lower affinity for M must be tried. Among the
remedies that can be used to improve the elution step, one should note the possibility of binding the
ligand to the matrix by means of an easily cleavable form—for example, through an ester bond (9,
10), which can be readily hydrolyzed with a mild base; through a link that includes vicinal hydroxyl
groups, which can be readily cleaved with periodate; or through diazo bonds, which can be readily
reduced with dithionates (11). It should be remembered, however, that such columns are of limited
value, because they can be used only once. Electrophoresis has also been used for elution (12).
Because proteins are charged, they will detach from the column and migrate toward the appropriate
electrode, if the column with the adsorbed M is exposed to a strong enough electric field. This mild
method of elution was successfully applied with high yields in immunoaffinity chromatography and
in some AC systems.

3. Interposing an “Arm” Between the Ligand and the Matrix Backbone

While developing the basic principles of AC, it was observed that the purification of M is often
improved by interposing a hydrocarbon chain (an “arm” or a “spacer”) between L and the matrix
backbone (1). It was presumed that such an arm relieves the steric restrictions imposed by the
backbone on the ligand, thereby increasing its flexibility and its availability to the protein (13). Such
arms were found to improve significantly the extraction of proteins and the efficacy of the
purification by AC. Initially, it was assumed that such hydrocarbon arms do not alter the inert nature
of the matrix, a condition that obviously has to be ensured to preserve an active-site mediated
adsorption of the extracted protein. This assumption seemed reasonable at the time because it had
just been shown that at least some water-soluble proteins are quite well described as “an oil drop
with a polar coat” (14), implying that the surface of water-soluble proteins is polar and thus not
attracted to lipophilic “baits.” We now know that such arms, in and of themselves, may bind
proteins. In fact, this observation led to the discovery of hydrophobic chromatography.

4. The Limitations of Biospecificity—Interactions that are not Active Site-Mediated

Proteins and their physiological ligands are multifunctional molecules whose functions involve a
variety of physical interactions: hydrophobic, electrostatic, ion-dipole, and so on. Therefore, it is
reasonable to assume that a protein might interact with a column coated with a ligand (very often
anchored to the beads at a local concentration much higher than its concentration in vivo) not only by



means of its active site. While it is sometimes possible to minimize these nonspecific interactions, it
is not always possible to avoid such interfering effects, because they may be an intrinsic property of
the system. For example, if ATP is linked to a matrix through its amino group or its ribose moiety;
the column thus obtained may retain an enzyme having a biospecific site for ATP; but at the same
time, this very column would be negatively charged due to its triphosphate groups, and it would have
hydrophobic loci due to its adenine residues. Other proteins, in addition to the desired one, may
therefore “regard” the column material as an ion exchanger by virtue of its triphosphate groups, or
as a hydrophobic column by virtue of its adenine moieties. The efficiency of resolution will then
depend on the magnitude of the affinity produced by charge—charge or hydrophobic interactions, as
compared to the affinity between the active site of the desired macromolecule and its immobilized
substrate or effector analogue. With columns of macromolecular ligands (eg, enzyme subunits,
antibodies, lectins), the probability of encountering such built-in interfering effects is considerably
higher, because their immobilization usually involves different anchoring points. This leads to a
heterogeneous presentation of the various regions of the ligand macromolecule. In some of these
presentations, the biospecific active site is available for interaction, while in other presentations the
active site itself is inaccessible or sterically hindered. Hydrophobic patches in such ligands may be
available for interaction not only in the biospecifically functional presentation, but also in other
presentations. In fact, the tendency of a lectin such as concanavalin A to adsorb onto hydrophobic
substances, in addition to its binding to sugars of the mannosyl configuration, was observed in
several laboratories.

5. The Relativity of Biological Recognition: Different Proteins may Share a Taste for a
Biorecognition Elements

The occurrence of common biorecognition sites in different enzymes is obvious when they are
functionally similar, acting on the same substrate (eg, ATP), or utilizing the same cofactor (eg,
NAD). This actually forms the basis for general ligand-affinity chromatography (15). However,
common biorecognition elements may also be found with proteins having no apparent functional
similarity. For example, the free catalytic subunit of cAMP-dependent protein kinase (protein
kinase A) is preferentially retarded on immobilized soybean trypsin inhibitor (16). Though initially
unexpected, this is actually not surprising; in spite of the fact that trypsin and this kinase catalyze
two different chemical reactions (hydrolysis of peptide bonds versus a phosphotransferase reaction),
these two enzymes do have similar biorecognition elements (or subsites) at their active site: trypsin
cleaves peptide bonds adjacent to positively charged amino acid residues (arginine and lysine), while
cAMP-dependent protein kinase phosphorylates serine residues that are vicinal (in the sequence of
amino acids) to the same positively charged arginine and lysine residues (17-20). Similarly, it was
shown (21) that TLCK (a-N-tosyl-L-lysine chloromethyl ketone), an affinity labeling reagent
originally designed for labeling the active site of trypsin, specifically attacks a thiol group at the
active site of the catalytic subunit of cAMP-dependent protein kinase. It seems, therefore, that the
retardation of the free catalytic subunit on the immobilized inhibitor is due (at least in part) to an
affinity between the inhibitor and recognition subsites at the active site of the enzyme.
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Affinity Electrophoresis

By analogy to affinity chromatographys, it is possible to introduce specific ligands for a
macromolecule into the gels of gel electrophoresis and to measure the specific retardation of the
macromolecule due to its interaction with such a reagent. The advantage of such affinity methods
lies in the augmented resolving power conferred by the specificity of the binding interaction.

The procedures used to introduce affinity reagents into gels have varied. In cross electrophoresis, a
ligand with a net charge opposite to the species of interest migrates electrophoretically into the gel in
the opposite direction. Alternatively, uncharged ligands can simply be added to the gelation mixture.
Macromolecular substrates within a gel may serve as immobilized affinity reagents, either by
themselves or as carriers of covalently attached affinity groups. The magnitude of the electrophoretic
retardation depends on the concentration of the affinity reagent in the gel; quantitative determination
of this relationship makes it possible to estimate the apparent association constant for binding of the
ligand to the sample. Further information concerning the interaction can be gained from affinity
electrophoresis by variation of the buffer composition (eg, the addition of metal ions to the buffer),
the pH, or the temperature.
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Affinity Labeling



Affinity labeling is a strategy to modify chemically an amino acid residue within a specific ligand-
binding site of an enzyme, either at the active site or at a regulatory, allosteric site. In this approach,
a reagent is designed that resembles structurally the natural ligand of the enzyme but features in
addition a functional group capable of reacting covalently and indiscriminately with many different
amino acid residues. The designed reagent is intended to mimic the natural ligand in forming a
reversible enzyme-reagent complex analogous to the enzyme-substrate complex and, once directed
to that specific site, to react irreversibly with an amino acid residue accessible from that site. In the
case of a purified enzyme, such a reagent allows identification of a particular ligand binding site or
domain, which can be an experimental evaluation of a predicted binding site location based on
recognition of a protein motif from its amino acid sequence. Affinity labeling constitutes a valuable
starting point for selecting appropriate target sites for subsequent site-directed mutagenesis
experiments and is an important tool in probing structure—function relationships in enzymes. If the
synthesized reagent has a characteristic absorbance or fluorescence spectrum, affinity labeling offers
a means of introducing a chromophore at a specific substrate site to report on the enzyme
conformation or on distances between designated sites in the enzyme. For medicinal chemistry,
affinity labeling permits mapping of the substrate binding site and establishment of its size, so that
inhibitory drugs directed toward that site can be designed more rationally. In the case of a
heterogeneous cell preparation or of a complex protein mixture, a specific affinity label can be used
to identify a receptor protein or to tag a class of macromolecules, such as nucleotide binding
proteins.

One characteristic of affinity labeling is the initial formation of a reversible enzyme—reagent
complex (ER), as indicated below.

k
E+R= ER"5ER' )
L

where E and R represent the free enzyme and reagent, respectively, and ER' is the covalently
modified enzyme. The formation of a reversible ER complex is often indicated by a “rate saturation

effect” in which the rate constant for modification (k) increases as the reagent concentration is

elevated until the enzyme site is saturated with reagent; subsequently, the rate constant (k. ) is not

changed by further increases in reagent concentration (see Kinetics). This kinetic pattern contrasts
with the linear dependence on reagent concentration of the rate of a direct bimolecular chemical
modification. For an affinity label, k_, . can be described by the equation

kobs = Kmax_ )

1+ 7
where the apparent dissociation constant for the enzyme-reagent complex K, is given by (k
| T kpay)/ky and where & is the maximum rate of modification at saturating concentrations of

reagent. This type of kinetic behavior is often presented as a double reciprocal plot of 1/k . versus

1/[R], based on the equation
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Examples of purine nucleotide-based affinity labels are shown in Figures 1 and 2. Experiences with
their use illustrate the possibilities of affinity labeling.



Figure 1. Comparison of the structures of the natural ligand adenylosuccinate and of the affinity label 6-(4-bromo-2,3-di

5’-monophosphate (6-BDB-TAMP).
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1. BDB-TAMP

The compound 6-(4-bromo-2,3-dioxobutyl)thioadenosine 5’-monophosphate (6-BDB-TAMP) shown
in Figure 1 was synthesized as a reactive nucleotide analogue to target nucleotide binding sites in
enzymes (1). The bromoketo group, adjacent to the 6-position of the purine ring, can potentially
react with several nucleophiles found in proteins, including those of the side chains of cysteine,
histidine, tyrosine, lysine, methionine, glutamate, and aspartate residues. In addition, the dioxo
group provides the possibility of reaction with arginine residues.

As shown in Figure 1, the structure of 6-BDB-TAMP also exhibits a remarkable resemblance to that
of adenylosuccinate, a key metabolic intermediate in the conversion of inosine monophosphate to
adenosine monophosphate. The last step in that pathway is catalyzed by adenylosuccinate lyase, an
enzyme proposed to initiate the cleavage reaction to AMP by attack of an enzymic general base on
the b hydrogen of adenylosuccinate. Elimination of the amino group is then facilitated by
protonation of the leaving group by an enzymic general acid. Despite this proposal, the key general
base and acid of the enzyme had not been identified. The similarity between the structures of
adenylosuccinate and 6-BDB-TAMP suggested that the latter would bind irreversibly to the
adenylosuccinate site of adenylosuccinate lyase, where the bromodioxobutyl group would be likely
to occupy the succinyl subsite at which the critical catalytic steps should occur.

6-BDB-TAMP has recently been confirmed to function as an affinity label of Bacillus subtilis
adenylosuccinate lyase (2). The initial inactivation rate constant exhibits nonlinear dependence on
the concentration of 6-BDB-TAMP, with an apparent reversible K, = 30 uM prior to irreversible

inactivation at pH 7.0 and 25°C. The tetrameric enzyme incorporates about 1 mol of 6-BDB-[32P]
TAMP per mol of enzyme subunit on complete inactivation. The substrate adenylosuccinate or the
products AMP plus fumarate protect against inactivation and incorporation of radioactive reagent,
indicating that 6-BDB-TAMP targets the adenylosuccinate binding site. Purification of the only

radioactive peptide labeled by 6-BDB-TAMP led to the identification of His'#! as the modified

amino acid (2). These results indicated that 6-BDB-TAMP is an affinity label of His'*! in the
substrate binding site of adenylosuccinate lyase, where it may serve as a general base accepting a
proton from the succinyl group during catalysis (2) (see Histidine (His, H) residues). This study
illustrates many of the desirable characteristics of affinity labeling: binding of the reagent by the
enzyme prior to modification of a single site under mild conditions, competition between the reagent
and the natural ligand (adenylosuccinate), and identification of the modified residue within a protein
of known amino acid sequence.

2. GMPS-BDB

A reactive guanine derivative is shown in Figure 2, guanosine 5'-0-[S-4-bromo-2,3-dioxobutylthio]
phosphate (GMPS-BDB), which represents a novel class of compounds containing a
bromodioxobutyl group linked to the sulfur of a purine nucleotide thiophosphate (3, 4). The reactive
moiety of GMPS-BDB is located at a position equivalent to that of the pyrophosphate region of
GTP, as illustrated in Figure 2. Thus, it might be expected that GMPS-BDB would act as an affinity
label for GTP sites in proteins (see GTP-Binding Proteins).

Adenylosuccinate synthetase catalyzes the first of the two enzymatic reactions in the conversion of
IMP: the condensation of IMP and aspartate to form adenylosuccinate, as GTP is hydrolyzed to GDP
and inorganic phosphate. The phosphoryl group has been proposed to be transferred to IMP from the
terminal phosphate of GTP to form a 6-phosphoryl-IMP intermediate.



GMPS-BDB has been used as an affinity label of adenylosuccinate synthetase from Escherichia coli,

and it has been demonstrated that inactivation occurs concomitantly with the modification of Arg143

of each subunit of the dimeric enzyme (5). The modification of Argl43 and the inactivation by

GMPS-BDB is prevented by adenylosuccinate or by IMP plus GTP, implying that the reaction target

is in the region of the active site. This result pointed to Alrg143 as a logical target for site-directed

mutagenesis; when the positively charged arginine was replaced by the neutral leucine, the expressed
mutant enzyme exhibited a significant decrease in its affinity for nucleotides (5).

The crystal structure of E. coli adenylosuccinate synthetase has been determined, allowing a
comparison to be made between the substrate sites identified by affinity labeling of the enzyme in

solution and those assigned within the crystalline form by X-ray crystallography. Arg143 from one

subunit projects into the putative active site of the second subunit, indicating that both subunits of
143

dimeric adenylosuccinate synthetase contribute to each active site and that Arg
role in nucleotide binding.

plays an important

3. AMPS-BDB

The adenosine analogue of GMPS-BDB has also been synthesized: adenosine 5'-0-[S-(4-bromo-2,3-
dioxobutyl)thiophosphate] (AMPS-BDB) (4) and can be considered as a reasonable mimic of ADP
or ATP. Bovine liver glutamate dehydrogenase is an allosteric enzyme that is reversibly activated by
ADP. On incubation of AMPS-BDB with glutamate dehydrogenase, the enzyme reacts covalently,
resulting in an irreversibly activated enzyme that is no longer responsive to externally added ADP

(6). AMPS-BDB appears to function as an ADP substitute that is covalently bound to Alrg45 ? within
the activator site of the allosteric bovine liver glutamate dehydrogenase (6).

The above are representative examples of enzymes that have been studied using the strategy of
affinity labeling. They illustrate how affinity labeling, X-ray crystallography and site-directed
mutagenesis can be used as complementary approaches in evaluating the functional role of particular
amino acids in a protein.
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Affinity Maturation

It was observed long ago that the affinities of antibodies increase with time during immunization
with a T-dependent antigen. When such an antigen is injected for the first time, it induces the
occurrence of low-affinity IgM antibodies, which are rapidly replaced by IgG. This takes place in the
first two weeks of the primary response. At the same time, an increase of the average affinity is
usually observed. If the same antigen is given a second time, IgG antibodies are subsequently
produced at a higher yield, and with an average affinity that is still increasing. This is characteristic
of the secondary response, a phenomenon that may be repeated and amplified by multiple
administrations of the antigen. This is why long-term immunization schedules are used whenever
both high titers and high affinity are wanted. Affinity maturation, which is a unique property of B
cells stimulated by T-dependent antigens, is the consequence of (/) the clonal organization of
lymphocytes, (2) the expansion of clones that have been stimulated specifically by the antigen, and
(3) the presence of a very peculiar mechanism that generates somatic mutations at each cellular
division of stimulated B cells.

1. Antibody specificities are spread randomly in the huge collection of clones that represent at any
given time the repertoire expressed by B lymphocytes that have rearranged their immunoglobulin
genes and thus have IgM at their surface. Clones that are potentially reactive to the antigen
proliferate, as the result of the cooperation between T cells and B cells and the phenomenon of
antigen processing and presentation. This ensures that the first wave of antibodies are generally of
low or moderate affinity.

2. As the immunization proceeds, expansion of the B-reactive cell population takes place, giving
rapidly growing colonies, termed germinal centers, in secondary lymphoid organs (lymph nodes,
tonsils, spleen). Germinal centers are highly organized structures that favor cell—cell interactions that
will amplify local B-cell division and expansion.

3. At the same time, somatic mutations will be triggered by a mechanism that is probably enzyme-
driven, but still not completely elucidated. The rate of the mutations that are introduced is of the

order of 1 x 10 per base pair and per generation, which is excessively high. As a result of these
mutations, some clones will gain affinity, whereas others will lose. One therefore needs mechanisms
to select clones of high affinity and eliminate those of lower affinity; otherwise the system would
expand indefinitely and explode. Stimulation by antigen will favor the saving and expansion of
clones with the highest affinity, whereas apoptosis will operate on cells that did not receive stimuli
as they lost recognition ability.

PCR and DNA sequencing at the level of single cells allowed the group of Rajewsky to trace the
successive mutations that occurred at each cell division, so that it was possible to reconstruct a
genealogical tree of these mutations within the germinal center. Interestingly, hypermutated cells can
ultimately follow two types of differentiation: One leads to the terminal plasma cells, which will
secrete circulating antibodies, and the other leads to the so-called memory cells that may persist for
long periods of time and may be restimulated with great efficiency in the course of another run of
immunization.

The extraordinary plasticity and adaptability of the immune system are thus quite remarkable and
allow it to respond efficiently to pathogens. Raising memory cells endowed with the ability to
produce rapidly high-affinity antibodies is an obvious goal of vaccination.



See also entries Immune Response, Class Switching, and Somatic Hypermutations.
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Affinity Selection

A key requirement of combinatorial library approaches is that desirable molecules must be
segregated from the remaining library population. Segregation is most often accomplished by
affinity partitioning, in which an immobilized target is used to capture interacting molecules from a
solution-phase library. Target proteins can be immobilized either using antibodies bound to
Staphylococcus protein A, using absorption of targets onto wells of plastic microtiter plates, or
covalent attachment to a variety of polymeric supports. Alternatively, combinatorial libraries
attached to solid supports—for example, one-bead, one-compound (OBOC) libraries—can be used
to bind soluble targets. Solid-phase libraries have also been used to screen highly complex targets,
such as living cells on which a variety of receptors are expressed (1). In all cases, unbound material
is removed by washing, and the bound material is recovered for amplification or identification,
depending on the nature of the library.

Plastic pins were used to develop the first peptide-based combinatorial libraries. The pins are
arranged such that they fit neatly into a single well of a microtiter plate. Thus, the pin system
provides a convenient format for both synthesis and screening. The power of this method derives
largely in the ease of handling large numbers of discrete syntheses in parallel. Sequential steps of the
synthesis can be carried out by transferring the pin arrays through various microtiter reaction
chambers. The peptides are then directly available for affinity screening, either on the solid phase or
following cleavage from the solid support.

Lam et al. (2) developed another approach for peptide affinity selection involving split synthesis of
peptides on solid support beads (OBOC libraries: see Combinatorial Synthesis). From a pool of
millions of beads, a binding reaction is performed using a target molecule such as an antibody,
receptor, enzyme, or even whole cells. Beads displaying affinity for the target are isolated, and the
peptide on the bead can be microsequenced.

Fodor et al. (3) have developed immobilized combinatorial libraries on silicon microchips. Chip-
based addressable libraries of peptides, oligonucleotides, and small organic molecules can be readily
prepared. These methods use photolithography to control regions accessible for subsequent chemical
modification. This method enables a miniaturized, fully addressable library to be generated on the
surface of a silicon chip. The resulting arrays can be screened using standard affinity methods.

The affinity selection methods described above are extremely broad in their applications. Although
classical nucleic acid libraries have been screened by hybridization, which is a highly specialized
type of affinity partitioning, modern DNA and RNA aptamer libraries are screened in identical
fashion to other combinatorial libraries by affinity selection over immobilized targets. Although



selection strategies have been introduced that are based on properties other than affinity, such
methods are highly specialized and are not likely to displace the current reliance on affinity methods
for combinatorial screening.

See also Combinatorial Libraries, Libraries, Combinatorial Synthesis, DNA Libraries, Genomic
Libraries, cDNA Libraries, Expression Libraries, Peptide Libraries, and Phage Display Libraries.
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Agarose

Agarose is one of the two most popular materials used to prepare gels for use in gel electrophoresis,
the other being polyacrylamide. Agarose is primarily a polymer of molecular weight approximately
120 kDa of agarobiose (an anhydrogalactose-galactose disaccharide). At sufficiently high
concentrations and low temperatures, the polymer forms b-helical strands, which interact by
hydrogen bonding to form the agarose gel; they dissociate at higher temperatures to form agarose
solutions. Such thermally controlled gelation is the unique feature of agarose, which provides both a
high reproducibility and simplicity of preparing the gel. Since gelation requires noncovalent
interactions between the copolymer strands, denaturing agents, such as solutions of urea, prevent
gelation.

Agarose is derived from a natural product of oceanic algae, agar. It is processed to reduce the content
of acidic groups, primarily sulfate, so as to reduce the degree of electroendosmosis that occurs
during electrophoresis. Further industrial processing produces a large number of commercially
available agarose fractions distinguished by (1) the degree of electroendosmosis in an electric field,
determined by the number of acidic groups; (2) the degree of covalent substitution of the acidic
groups with chemical groupings such as hydroxyethyl or vinyl (allyl) groups, which tends to lower
the melting point in proportion to the degree of substitution; (3) the addition of linear carbohydrate
polymers, such as clarified locust bean gum, to increase the viscosity of the gel and thereby eliminate
measurable electroendosmosis.

Most agaroses at concentrations greater than about 0.4% (w/v) form gels at room temperature.
Agaroses with unusually high gel strengths can gel at concentrations as low as about 0.05%. The
pore sizes of such agarose gels make them ideal for separating DNA molecules and
oligonucleotides; their mobility is determined primarily by their size, as nucleic acids of the same
class have the same charge density per nucleotide. The least concentrated gels exhibit mean pore
sizes of up to 500 to 1,000 nm, sufficiently large for the penetration of large particles or small
viruses (see Particle Electrophoresis). Highly soluble agarose species substituted to a maximum
extent by hydroxyethyl groups can be used to prepare gels with concentrations of up to 9 to 10%.
Such gels have pores of similar size to those of 3 to 6% polyacrylamide gels, and with greater
resolving power for native proteins. Agarose can also be used as a copolymer with polyacrylamide,
which provides larger pore sizes than polyacrylamide by itself. The copolymer is produced by
adding agarose to the mixture of acrylamide monomers before its polymerization. For the separation




by size of DNA fragments, or of other large particles, by capillary zone electrophoresis, solutions of
agarose can be used.

The adherence of agarose gels to glass or plastic apparatus walls is very weak, and only horizontally
oriented gel electrophoresis apparatus can normally be used. The adherence of agarose to vertical
glass surfaces may, however, be strengthened by drying a thin film of agarose onto glass walls; this
can permit electrophoresis in vertical glass slabs or tubes. Horizontal thin-layer agarose gels with
high Joule heat dissipation capacity, which are therefore amenable to electrophoresis at high field
strength without melting, can be formed on hydrophilic surfaces of thin plastic sheets (eg, “Gel-
Bond”).

For preparative purposes, bands of a macromolecular sample in agarose gels may be recovered by
solubilizing the agarose at increased temperature or adding the enzyme agarase. The macromolecule
of interest is subsequently separated from the low-molecular-weight agarose fragments by filtration
or precipitation methods.
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Agglutination

“Agglutinin” is an obsolete term for an antibody capable of causing cells to come together in
macroscopic clumps. Agglutination (clumping) of bacteria by serum was perhaps the earliest
observed manifestation of in vitro immune reactions. The phenomenon is due to crosslinking of cells
through the reaction of multivalent antibody molecules with cell-surface antigens. The quantity of
antibody necessary for crosslinking is generally very small, yet the cell masses involved in
agglutination generate a response visible to the naked eye. Because of these characteristics, this
oldest of techniques remains one of the most sensitive and widely used types of immunoassay.

Agglutination immunoassays can employ cells or synthetic particles. The two broad categories of
cell-based agglutination assay are termed “direct” and “passive”. In the direct assay, antibodies cause
clumping of microbes or blood cells by reaction with surface antigens endogenous to those cells.
Typically, the immune status of serum in a test sample will be assessed, based on the highest dilution
that will still agglutinate target cells. Direct agglutination assays are widely used to diagnose
infectious disease by the presence of specific antibodies in acute or convalescent serum. The
“monospot” assay for infectious mononucleosis is an example of this application (1). In passive
agglutination immunoassays, the target antigen is exogenous, and is coated covalently or by



adsorbtion onto the cells used for the assay. Test samples are then assayed as for the direct
agglutination method. Many variants of direct and passive agglutination are in use for research or
diagnostic procedures. For example, the test for Rh blood type is a two-step method in which
antibodies in the test sample react with endogenous Rh antigen on erythrocytes, then addition of anti-
human IgG induces agglutination (2).

Availability of uniformly sized latex particles allowed development of a chemically defined substrate
on which to attach antigen or antibody (3). The role of the particles was precisely analogous to that
of cells, in that their aggregation in response to antibody—antigen crosslinking generated an optically
detectable signal. The advantage of inert particles was in their stability, compared to cells, and in
interassay reproducibility. Measurement of agglutination was at first by turbidometry. Development
of laser light-scattering techniques have greatly improved the sensitivity of detection (4) and have
led to development of automated instruments for quantitation of agglutination reactions.
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Agrobacterium

Agrobacterium tumefaciens and Agrobacterium rhizogenes are members of the Agrobacterium genus
of soil bacteria responsible, respectively, for tumor formation and hairy root disease in
dicotyledenous plants. The molecular basis of inducting neoplastic growth in plants has been one of
the most intriguing areas of research in plant pathology for more than 50 years. Advances in
understanding the molecular basis of tumor formation has led to the development of vector systems
based on Agrobacterium to carry out plant genetic engineering.

Agrobacterium belongs to the Rhizobiacae family. Classification of the bacterium has been based on
physiological and biochemical criteria, although increasingly the taxonomic structure of the genus
has been based on DNA analysis of chromoesomal groups of the differing biovars (1). The best
studied members of the genus are A. tumefaciens and A. rhizogenes. A. tumefaciens is the causative
agent of crown gall disease. It has a wide, obvious host range, including the majority of
dicotyledonous plants and some monocotyledonous plants (2). Practically, crown gall can be a
serious disease of fruit crops, including grape vines. The physical basis of crown gall disease is the
transfer of a defined region of DNA, transferred or T-DNA, from a plasmid maintained in the
bacteria, known as the Ti or tumor-inducing plasmid (see Ti Plasmid) to the genome of the infected
plant cell. A. rhizogenes induces hairy root disease analogously. A T-DNA is transferred from the Ri,
or root-inducing, plasmid to the genome of the infected plant cell (see Ri Plasmid). This natural form
of plant cell transformation has been adapted and used extensively in creating transgenic plants (see

Plant Genetic Engineering).
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Alanine (Ala, A)

The amino acid alanine is incorporated into the nascent polypeptide chain during protein
biosynthesis in response to four codons—GCU, GCC, GCA, and GCG—and represents
approximately 8.3% of the residues of the proteins that have been characterized. The alanyl residue

incorporated has a mass of 71.09 Da, a van der Waals volume of 67 A3, and an accessible surface

area of 113 A2, Ala residues are usually relatively variable during divergent evolution, as they are
frequently interchanged in homologous proteins with serine, threonine, valine, glutamic acid and
proline residues.

The Ala side chain is simply a methyl group:

This nonpolar side chain makes Ala residues unreactive chemically, relatively hydrophobic, and not
very hydrophilic; consequently, 38% of the Ala residues are fully buried in the folded conformations
of proteins. There, the methyl side chain undergoes rapid rotations about the C_—C, single bond. Ala

has the greatest tendency of all the normal amino acid residues to adopt the alpha-helical
conformation in model peptides. It occurs frequently in that conformation in folded protein
structures, but at about only half that frequency in beta-sheets and in reverse turns.
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Albumins



Albumins are operationally defined as proteins that (1) remain soluble in pure water after dialysis of
protein samples such as egg white or blood serum against distilled water and (2) are not precipitated
in 50% saturated ammonium sulfate. This contrasts with another group of proteins, called globulins,
which are precipitated in both distilled water and 50% saturated ammonium sulfate. This operational
classification is rather obsolete today, but names like serum albumin, ovalbumin, and lactalbumin
have remained. Other albumins include muscle albumin and plant albumins (1).

1. Blood Albumins

Serum albumin and other plasma proteins have been most closely studied, mainly for their medical
interest. After the cells have been removed from blood by light centrifugation in the presence of

chelating agents such as EDTA, a yellowish fluid called plasma remains. By the addition of Ca™",
fibrinogen is converted to fibrin and the clotting process produces a soft gel. Removal of this gel by
centrifugation or other methods will leave a clear fluid called serum. Serum thus obtained contains
70 to 80 g/L of total protein, consisting of more than 150 different kinds of proteins. Dialysis of
serum against distilled water will precipitate the globulins, while albumins stay in solution. The
albumin fraction contains serum albumin as the major protein (2, 3). (see Serum Albumin).

2. Egg Albumins

Egg proteins are first classified into yolk proteins and egg white proteins. Yolk contains proteins
called vitellogenin, phosvitin, and lipovitellin, all in association with yolk lipid. Egg white is a
reservoir of several kinds of proteins as a protective and nutritious environment for the fetus. Egg
white proteins are further divided into albumins and globulins, as for serum proteins. The following
is a list of egg white proteins that are not globulins. Descriptions of egg white globulins are found
under Globulins.

2.1. Ovalbumin

This is the major glycoprotein in the white of eggs, comprising 65% of the total egg white protein,
with a molecular weight of 43,000 and isoelectric point (pI) of 4.7. The N-terminal glycine residue is
acetylated. Two species containing one or two sites of phosphorylation can be separated by
electrophoresis. Oligosaccharide containing three moles of N-acetylglucosamine and five moles of
mannose is linked to an asparagine residue through an N-glycosidic linkage. Treatment of ovalbumin
with subtilisin yields a readily crystallizable plakalbumin, named after the platelike appearance of
the resulting crystals. Ovalbumin is often used as an effective antigen in immunological studies. The
protein has recently been found to have a similar amino acid sequence and three-dimensional
structure to al-antitrypsin of the serpin family (4) (see Ovalbumin).

2.2. Ovotransferrin (or conalbumin)

This protein binds ferric ions and is the same as apo-transferrin, but differing in the carbohydrate
moiety. In egg white, the protein is present in an almost iron-free form. This protein constitutes
about 10% of the egg protein.

2.3. Ovomucoid

Ovomucoid is a glycoprotein (carbohydrate content about 25% by weight) with a molecular weight
of 28,000 and constitutes 1.5% of the total egg white protein. It inhibits trypsin and chymotrypsin
but not plasmin, thrombin, elastase, or collagenase. Its pl falls in the range 3.9 to 4.5. It remains
active in the supernatant after egg white has been coagulated by heat. It has three homologous
domains connected by linking peptides, each domain being homologous to bovine pancreatic trypsin
inhibitor (BPTI). Thus, it is speculated that ovomucoid has evolved by two tandem repeats of the
BPTI gene. Carbohydrates are linked to asparagine residues at residue numbers 10, 53, 69, 75, and
175. Similar inhibitors can be purified from the egg white of the quail, goose, and turkey.




2.4. Ovoinhibitor

This is a 48-kDa multiheaded proteinase inhibitor that can simultaneously inhibit trypsin,
chymotrypsin, and elastase. Unlike ovomucoid, it also inhibits the proteinases of bacterial origins. It
is a glycoprotein with 5 to 10% content of carbohydrate.

2.5. Avidin
This protein occupies a special position in biochemistry in that it is widely used as a probe based on

its strong affinity for biotin. Their binding constant reaches 101 a1 under optimal conditions.
Avidin-biotin systems are widely used for labeling macromolecular interacting systems, not only
protein—protein interactions, but also systems based on DNA and other macromolecules. Avidin can
be substituted by streptavidin, which is of bacterial origin but with a similar activity. Avidin in the
egg white is largely free of biotin, and feeding rats with purified avidin as the sole protein source
will cause various symptoms known to accompany biotin (vitamin H) deficiency.

2.6. Ovomucin

This is a glycoprotein of high molecular weight responsible for the mucous character of egg white.
The treatment of ovomucin with reagents that react with thiol groups reduces the viscous nature of
egg white.

3. Plant Albumin

Ricin is an example of plant albumins (from Ricinus communis) and has an interesting toxic
function. It consists of an A subunit, of 32 kDa, pl of 7.5, and 2.4% carbohydrate, and a B subunit, of
34 kDa, pl of 4.8, and 6.5% carbohydrate. It inactivates the 60S subunit of ribosomes after being
internalized into the cell and thus inhibits a peptide elongation step (see Translation). The A subunit
carries out the inactivation reaction, while the B subunit, which binds to cell-surface galactose
residues, helps the A subunit to be internalized into the cell. Plant albumins are more readily
precipitable in 50% ammonium sulfate than animal albumins.

4. Milk Albumins

4.1. a-Lactalbumin

This is a single-chain 14-kDa protein that is the same as the B chain of lactose synthetase in lactating
granules. The A chain of lactose synthetase alone catalyzes the synthesis of N-acetylgalactosamine
from N-acetylglucosamine and UDP-galactose, but when in association with a-lactalbumin, it uses
glucose as a substrate and synthesizes lactose. The amino acid sequence of a-lactalbumin with 143
amino acids (human, bovine, guinea pig) is homologous to that of lysozyme, and its three-
dimensional structure is also similar. A recent review of the relationship between lysozyme and
lactalbumin is recommended (5) (see also Alpha-Lactalbumin and Lysozymes).

4.2. Lactoferrin
This is an iron-binding protein of 88,000 in humans and 86,000 in cows. It is similar in functional
properties to serum transferrin, but immunologically and structurally distinguishable (6).
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Alcohol Dehydrogenase (ADH)

ADH is a type of enzyme that catalyzes the reversible interconversion of an alcohol to an
aldehyde/ketone [EC 1.1.1.1]. The substrate specificity is often wide, but it typically includes at least

some activity with ethanol. The coenzyme is often NAD". ADH was initially purified from yeast
(YADH) and from horse liver (LADH), sources from which it is commercially available. It is,
however, now known to be widespread, with at least some forms present in eukaryotes,
prokaryotes and archaeabacteria in general. It has been well studied at the protein and DNA levels
from many sources. The “classical” forms of ADH are Zn-containing metalloproteins with subunits
of ~40 kDa (~350 to 390 residues) (1). They are now considered part of a larger protein family (see
Protein Evolution), known as medium-chain dehydrogenases/reductases (MDR) (2).

Although ADH is frequently regarded as well understood, much is still unknown, and novel findings
of general interest are constantly obtained:
1. ADH is no longer just an enzyme, but a whole system of great complexity, involving other
protein families and a multiplicity of MDR forms.

2. another such family is (short-chain dehydrogenases/reductases) SDR (3). The major ADH of
insects is this type, and SDR enzymes are numerous, including hormone-converting and
regulatory enzymes in humans and all living forms.

3. MDR-ADH occur as different classes (4) and isozymes. They exhibit distinct evolutionary
patterns, repeated evolutionary origins, and varying properties. At least six classes and eight
genes have been discerned in mammals, but these numbers are likely to grow; they differ among
species because of recent gene duplications. Expressions differ with organ, tissue, and age,
including special fetal forms.

4. Functionally, the ADH system has long been an enigma, but recent results suggest that it has
important roles. Metabolically, ADH is associated with aldehyde dehydrogenase, which is part of
another large family. Medically, both activities are important in alcohol metabolism and in
several disease states but also in vision and in cellular regulation and differentiation (5, 6).

1. MDR-ADH

1.1. Classes in Vertebrates

Mammals and most vertebrates contain different classes of MDR Zn-containing ADH enzymes.
These classes differ substantially in substrate specificity and in their immunological,
chromatographic, and electrophoretic properties (4). They constitute separate forms that are
intermediate in their properties between isozymes and distinctly different enzymes, and they differ in
primary structures by about 30% but have closely related conformations (Fig. 1). The classes reflect
a series of gene duplications, which occurred largely at early vertebrate times (8). Later duplications
in individual lines have given rise to intraclass isozymes. The subunits of isozymes can hybridize
into mixed dimers that reflect the subunit mixture, but those of different classes do not.



Figure 1. Structure of human ADH class I (7). The diagram and the modeling of ethanol were made with the program
ICM (Molsoft, Metuchen, NJ) from coordinates in the data bank.
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Class I contains the classical ADH enzyme, which is present in large amounts in liver but in lower
amounts in many other organs. It is involved in ethanol metabolism and in liver function. It has good
enzymatic activity with primary alcohols, cyclohexanol, retinols, and many other alcohols, plus their
corresponding aldehydes. Isozymes occur and are largely species specific. The horse ADH subunits
E and S derive from two separate genes and the human subunits a, b, and g from three genes. The a
subunit is expressed in the fetus and b and g in the adult. The b and g types also exhibit further
variability from alleles that have different population distributions in Caucasians and Orientals. This
population variation, together with other alleles of the next enzyme of alcohol metabolism (aldehyde
dehydrogenase), explains the different sensitivity to ethanol consumption of Caucasians and
Orientals.

Class IT ADH is highly variable. It is also expressed in the liver but in lower amounts. Thus far it is
without a recognized functional role, but in humans it has a higher K for ethanol, and hence is of

little importance in ethanol metabolism.

Class III ADH is expressed universally in cells and organs, and is identical to glutathione (GSH)-
dependent formaldehyde dehydrogenase (EC 1.2.1.1). In the absence of GSH, it is a dehydrogenase
toward long-chain alcohols and is largely inactive with ethanol. The K for ethanol is >3 M, so

there is activity only at high ethanol concentrations. In the presence of GSH, class IIIl ADH is active
with the GSH/formaldehyde adduct, hydroxymethyl-GSH, when it functions as a formaldehyde
dehydrogenase, producing formic acid.

Class IV ADH is present in the stomach and in skin (epithelia). It is the most ethanol-active form and
has been discussed in relation to first-pass ethanol metabolism and to retinol dehydrogenase
function. Both roles, however, are far from established.

Little is known about the remaining enzyme classes in vertebrates.

Class I1I is the evolutionary ancestor, which is apparent from phylogenetic trees (Fig. 2), the rates of
change in present forms, and in apparently being the only MDR-ADH in invertebrates. However,
final judgment of the phylogeny must await characterization of further forms. Additional gene
duplications probably remain to be discovered, and the true evolutionary relationships may be




complex, involving both extant and extinct forms.

Figure 2. Evolutionary tree of animal ADH. The deviating class I form of bony fish is indicated by a star. The tree was
calculated using ClustalW (2) with corrections for multiple substitutions.

In molecular terms, the classes exhibit different evolutionary patterns. Class III is like an enzyme of
basic metabolism, and has relatively constant functional properties among species and variation
primarily in the nonfunctional parts of the protein (Fig. 3). Class I is the result of an early gene
duplication from class III, whereas class IV in turn diverged from the class I line. Special hybrid
forms of class I/III (in fish), II/I (in birds) and IV/I (in amphibians) have been traced and may reflect
either the phylogeny or simply additional gene duplications. In short, the ADH system has many
interesting evolutionary features (8).

Figure 3. Variable segments in subunits of ADH. Those subunits that vary between class I enzymes affect functional
segments, typical of a functionally variable protein. Those subunits variable between class III enzymes affect
superficial segments, typical of a functionally constant protein (3).



1.2. Yeast, Plants, Other Nonvertebrate Forms

Nonvertebrate MDR-ADH are also frequent and have at least two classes. One is the class II1
enzyme, which has GSH-dependent formaldehyde dehydrogenase activity, as expected from the
ancestral properties noted previously. The other is ethanol-active MDR-ADH: yeast ADH (YADH,
from at least three genes) and plant ADH (PADH). YADH has greater ADH activity than LADH
because of weaker coenzyme binding and consequently a greater turnover rate, because coenzyme
dissociation is the rate-limiting step. Although YADH and PADH are related to LADH structurally
and functionally, they are products of gene duplications separate from that leading to class I ADH.
Combined, all of these ethanol-active forms suggest that ADHs active with alcohol have arisen
several times during evolution, probably by functional convergence. Presumably all or many of
these ethanol-active forms are derived from the ancestral class III line (Fig. 4), but they can differ in
quaternary structure. Ethanol-active YADH is a tetramer, whereas yeast class III ADH is a dimer.

Figure 4. Functional convergence toward ethanol dehydrogenases in different lines of living organisms, emphasizing
the repeated appearance of ethanol-activity, many separate gene duplications, and an apparent MDR-ancestral nature
of class III. Dashed lines indicate unknown relationships, and dotted lines low activity with ethanol. Segment-minus
forms lack internal segments (Fig. 1) and are tetrameric. The remaining forms are dimers. Apart from the gene
duplications shown, which lead to ethanol-active dehydrogenases, additional branchings lead to cinnamyl ADH (in
plants), sorbitol dehydrogenase (in animals), threonine dehydrogenase (in prokaryotes), several reductases (in
prokaryotes and eukaryotes), and additional enzymes.
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1.3. Function

Liver ADH (class I) is the major metabolic enzyme for ethanol, either ingested or produced in the
intestine, and for other alcohols. Overall, the formaldehyde specificity of the ancestral form (class
I1T), the multiplicity of all ADH systems, and the gradual changes in substrate specificity suggest that
the whole ADH system is a basic enzyme, together with aldehyde dehydrogenase, in cellular defense
reactions against alcohols and aldehydes, converting them to acidic end products. The validity of this
general role of ADH is supported by the fact that the only animals apparently lacking ADH (except
for formaldehyde-active class III) are marine invertebrates (10), whose environment is low in alcohol
and aldehyde levels. The formaldehyde dehydrogenase activity of class III ADH is universal and
constant throughout the living world, although the K and enzymatic efficiencies are increased in

microorganisms. This permits life at higher aldehyde concentrations (11) and suggests a general
defense function for the ADH system.

Additional functions of individual classes are likely. Class IV has been discussed relative to its
possible role in retinal formation important for rhodopsin and vision (6) and in retinoic acid
formation, which important for vertebrate growth and differentiation (5). Similarly, special forms of
ADH and aldehyde dehydrogenase are involved in the fatty acid cycle in dermal wax and
plasmalogen formation in the central nervous system and are associated with an inborn error of
metabolism (Sjogren-Larsson syndrome) affecting the corresponding genes (12).

1.4. Other MDR Enzymes

Many enzymes active on other alcohols or polyols are related to MDR-ADH in structure and origin.
Among these are sorbitol dehydrogenase, threonine dehydrogenase, quinone oxidoreductase, the
enoyl reductase component of the fatty acid synthesis machinery, and enzymes with undefined
functions, like VAT-1 of synaptic membranes (2). These enzymes are similar conformationally and
in their overall active-site relationships. But they also differ markedly, including functionally, in that
all do not have the active-site zinc typical of MDR-ADH. This suggests that they have different
enzymatic mechanisms. Zinc is also absent in quinone oxidoreductase, which is a crystallin in ocular
lenses of some animals.

2. SDR-ADH

Insect ADH is the only well known SDR-ADH, but hundreds of other SDR enzymes are known.
These enzymes work on hydroxyl groups of a multitude of sugar, steroid, prostaglandin, and other



compounds. They also include reductases, with other activities (like double-bond saturation), and
enzymes of no less than three of the enzyme classes in general (oxidoreductases, lyases, and
isomerases (3)).

3. Other ADH Forms

ADH activity is also known in enzymes other than the MDR and SDR forms, including iron-
activated forms (13). Prokaryotes have several different forms, including long-chain alcohol
dehydrogenases (14) and methanol dehydrogenases. They may even have MDR relationships, and
this definitely applies to other special prokaryotic forms, such as factor-dependent formaldehyde DH
(15), which is apparently the equivalent of class IIl MDR-ADH in Gram-positive bacteria.
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Aligning Sequences



The most basic activity in sequence analysis involves aligning protein or nucleotide sequences
together. This need arises due to the processes of molecular evolution: gene duplication followed by
continual divergence of the sequences through the accumulation of mutations over time.
Comparative biological analysis, which has long been such a powerful tool for biologists (as
exemplified by Linnaeus and Darwin), is arguably even more applicable in sequence analysis than in
any other branch of biology, because it can be applied to an enormous number of character states at
the level of individual residues in nucleic acid or protein sequences. First, however, related
sequences must be correctly aligned before the power of comparative analysis can be brought to
bear. Because of the difficulty of aligning highly diverged sequences, and the many applications of
sequence alignment, this is one of the most active areas for method development in computational
biology.

Alignment tasks generally divide into pairwise sequence alignment and multiple sequence alignment,
although the underlying algorithms may share many details. The most sensitive methods for aligning
sequences belong to the class of algorithms known as dynamic programming (or minimum string
edit) that were initially developed for applications in text comparison. Two of the dynamic
programming algorithms most used in biology are usually known as Needleman—Wunsch (1) and
Smith—Waterman (2), after the researchers who first applied them to biological sequences. Because
these algorithms allow gaps to be inserted at any position in the sequences, they are computationally
slow. By contrast, word comparison algorithms, which do not allow gaps, are much faster, but at the
expense of accuracy and sensitivity in aligning sequences.

1. Pairwise Sequence Alignment Algorithms

1.1. Dynamic Programming

The basic algorithm works through a two-dimensional matrix in which every residue in one sequence
is scored against every residue in the other sequence (1). The algorithm begins in one corner (eg, top
left) of the matrix and ends in the opposite corner (bottom right). At each point in the matrix, the
algorithm iterates the same set of choices. Typically, it chooses which of three existing paths scores
best when extended into the current point: (i) match the residues and continue aligning from the
previously aligned residue pair, or (ii) pay the penalty and insert a one-residue gap into sequence X,
or (iii) pay the penalty and insert a one-residue gap into sequence Y (see Gap Penalty). The
algorithm is guaranteed to find the best path through the matrix, allowing for gaps at any position in
either sequence. Scores for matching the residues are taken from residue exchange, or mutation,
matrices. For nucleotide sequences, these are usually quite simple: for example, +1 for an identity, 0
for a transition, and —1 for a transversion. For proteins, typical exchange matrices are the more
complex 20 * 20 PAM (point accepted mutation) matrices introduced by Margaret Dayhoff (3), or
subsequently derived PAM series derived from larger alignment datasets (4, 5). A PAM 250 matrix
is shown in Figure 1. Gap penalties are used to control the frequency and length of gaps inserted in
the sequences. Where appropriate, varying gap penalties in a position-specific manner can improve
the alignment.

Figure 1. PAM250 amino acid exchange matrix developed by Gonnet and colleagues (4) and superseding the original D
acids have positive log-odds exchange values while dissimilar pairs have negative values. All positive scores are colored
purple highlights similar pairs of hydrophobic residues, and green indicates similar pairs of hydrophilic residues. The hig
aromatic residues (Phe, Tyr, Trp) and are stronger than exact matches of highly mutable residues such as Ser. The strong
hydrophobic residues and small or negatively charged residues.
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Dynamic programming algorithms work through a two-dimensional matrix of area M*N in aligning
sequences of lengths M and N. Therefore the computational requirement [usually symbolized as O
(MN)] has a constant factor for the calculation, multiplied by the two sequence lengths. To obtain an
alignment, the algorithm makes a first pass to determine the end of the highest scoring matched
segment and then a second pass working back to obtain the alignment. If only the highest score, but
not the actual path, is needed (as in a database search), then only the first pass need be done. Naive
implementations that first plot the whole matrix to an array will also use O(MN) memory. Because
the algorithm works through the array systematically, however, it is unnecessary to store the whole
array in memory. Memory-efficient implementations of the first pass are straightforward, because
the alignment is not being kept (6). The second pass, to obtain the alignment, is more complicated,
but memory-efficient recursive methods have been developed that have allowed large alignment
tasks to be ported to small personal computers, with a small but acceptable loss in calculation speed
(7-9).

1.2. Global Alignment

The standard Needleman—Wunsch algorithm (1) finds the optimal full-length alignment for a pair of
sequences. Global alignment is appropriate where sequences are known to be both homologous and
collinear and is therefore often used for multiple alignment of sequence families.

1.3. Best Local Alignment

Variants of the Smith—Waterman algorithm (2) find the optimal alignment that has a positive value
for the path for a given pair of sequences. Except for highly related sequences, the best local
alignment is a partial match between the sequences. Residue exchanging mutation matrices, such as
PAM?250, provide log-odds scores for the likelihood that a pair of residues will exchange as a result
of mutation: Similar residues that exchange easily have positive log scores, while dissimilar residues
have negative log scores. The best local alignment is taken as the highest-scoring continuously
positive path. This algorithm is appropriate under conditions where sequences are not known to be
both fully homologous and collinear—for example, multidomain proteins, or DNA regions
containing rearrangements. Smith—Waterman type algorithms underlie the most sensitive methods
for database searching by sequence homology yet to be devised. Because of the computational cost,
they are not applied as often as search methods using ungapped alignment algorithms.



The Waterman—Eggert (10) extension of the algorithm will return sets of suboptimal paths that do
not intersect with the optimal path, and in this way it can find repeats in sequences.

1.4. Best Local Ungapped Alignment

Widely used database search tools, such as BLAST (11) and FASTA (12), search for the highest
scoring matched regions without allowing for gaps. Word searches and other ungapped alignment
methods are much faster than dynamic programming approaches, but at the expense of sensitivity.
Thus these methods are likely to miss homologous but divergent matches. To improve the results,
FASTA does a second dynamic pass on the set of top hits. For a small reduction in search speed,
BLAST?2 examines the gap cost between the set of ungapped positive matches between two
sequences and returns composite best locally aligned regions, including gaps whenever the score is
still positive. The latter algorithm is likely to approach Smith—Waterman sensitivity except for the
most unusual alignment circumstances.

2. Multiple-Sequence Alignment

This is a set of homologous protein or nucleotide sequences that have been correctly aligned,
allowing for the presence of indels. Figure 2 shows an aligned region for some elongation factor TU

sequences.

Figure 2. Part of a multiple alignment of 14 prokaryotic EFTU sequences using the one-letter code for amino acids. Gap
by asterisks are completely conserved, columns marked by colons are strongly conserved, and columns marked by perior
bottom shows the conservation in the columns. Color is an essential aid to sequence analysis and is used here to highligh
properties. Inverted characters indicate poorly matching regions of sequence. Some of these are due to natural sequence «
sequence determination causing frameshifted regions: EFTUSPIPL 203-206, EFTUODOSI 234-243, EFTUMYCPN 27
errors may lead to false inferences: If R-285 were completely conserved, it would be a candidate functional residue, whil
incorrectly suggests a surface loop. See color insert.
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2.1. Uses of Multiple Alignments
Multiple alignments are indispensable in computational biology. They are the basic dataset used to
construct phylogenetic trees, which are themselves important computational tools (eg, for weighting

sequences by divergence) as well as providing insight into past evolution. They reveal conserved



residues that are likely to be structurally or functionally (eg, in catalysis) important and unconserved
positions that either are unimportant or have acquired a change of function (Fig. 2). They improve
the accuracy of many sequence analysis functions as compared to single sequences, such as
secondary structure prediction (13), coiled-coil prediction (14), and transmembrane helix
prediction (15). They are useful as the query input for the most sensitive homology searches
(alignment profile (16) and hidden Markov model searches (17)) and can be used to detect divergent
homologues that single-sequence queries cannot pick up. They are useful in the detection of
domains and in defining their boundaries in modular, mosaic proteins (18). Multiple alignments of
folded RNAs are a prime resource used in determining their secondary and tertiary structures, by
mapping residue conservation and long-distance-coupled mutations (19, 20). DNA multiple
alignments are used for identifying conserved signals, such as promoter elements and RNA splice
sites (21).

2.2. Multiple-Alignment Algorithms

So far it has been necessary to adopt heuristic strategies to generate multiple alignments, because
formally correct methods have been computationally impractical to implement. The ideal method to
align N sequences would be N-dimensional dynamic programming, as this would be guaranteed to
find the optimal path (ie, the optimal multiple alignment) in an N-dimensional matrix. Unfortunately

the computer time required to align N sequences of length / is O(ZN ) and is impractical for more than
three or four sequences, although by limiting the search space to likely regions, the MSA program
can align up to eight sequences (22). Another broad class of methods, those that iterate toward an
optimized score for the alignment, are still computationally intensive but are becoming practical with
increasing computer power. These include a number of approaches, some of which may be used in
combination, such as global minimization, genetic algorithms, and trained neural networks (23, 24).
The goal is to harness a good model description of a multiple-sequence alignment with an effective
iteration strategy, so as to get high-quality alignments in a practical timescale. In the meantime,
widely used alignment programs such as Clustal W (25) follow the heuristical clustered alignment
strategy.

2.3. Progressive Clustered Alignment

This two-step approach was introduced by Feng and Doolittle (26) in an attempt to minimize errors
in the final multiple alignment, by aligning the most similar sequences first and the most divergent
ones last. The set of unaligned sequences are first aligned in pairwise fashion to each other, so that a
matrix of the approximate pairwise similarities may be obtained. A matrix-based tree construction
method, such as Neighbor-Joining (27), is used to construct a dendrogram linking the sequences
according to their observed similarities. Guided by the dendrogram branching order, the sequences
are then sequentially aligned together using dynamic programming, beginning with the most closely
related sequences and ending by merging the most divergent groups by profile alignment. This
procedure minimizes alignment errors, which become more likely with increasing sequence
divergence, becoming a problem for proteins less than 25% to 30% identical in sequence. The final
alignment should always be examined for misalignment, especially of the more divergent sequences,
because such errors are likely to be present in any but the most straightforward multiple alignment
task.

The sensitivity of the basic clustered alignment strategy can be improved by several modifications,
such as weighting the sequences by divergence and position-specific gap penalties (25). Where
tertiary structure information is available, gap penalty masks can be employed to guide the gaps into
regions of sequence that are expected to be tolerant of indels (28).

2.4. Profile Alignment

A set of aligned sequences can be aligned to one or more new sequences by treating the group much
as a single sequence. The score for one alignment column can be obtained by summing the log-odds
residue exchange scores for the observed set of amino acids (16), correcting for sequence relatedness
by downweighting similar sequences (25). Conserved alignment columns score more highly than
unconserved columns, where the log-odds scores tend to cancel each other. Gap penalties can be



lowered at existing indels, because gaps in new sequences are more likely at these positions than at
ungapped positions. The improvement in signal to noise provided by the extra information in the
alignment means that a profile alignment is more accurate than independent pairwise alignment of
the same set of sequences. As well as being used to merge aligned groups in the clustered alignment
strategy, profiles provide a sensitive search strategy to find highly divergent homologues and are one
of the main sequence analysis tools for identifying protein domain families (18).

2.5. Hidden Markov Model (HMM) Alignment

HMMs are a class of probabilistic models, applicable when the components of a complex linked
system behave independently (a so-called Markov chain). Up to a point, this is valid for residue
mutations in globular protein sequences, and HMMs are being applied increasingly in multiple-
alignment algorithms and profile-type database searches (17, 29). The models are more complex
than the widely used PAM model for protein evolution introduced by Margaret Dayhoff (3),
providing both advantages and disadvantages. On the plus side, the models provide direct
probabilities for evaluating database search matches, which can include multiple matches in a
repeated sequence and can formally treat biological complexities such as splice junctions in genomic
sequence. On the debit side, the extra parameters lead to more complex optimization problems at
several levels. Thus, inexperienced users may set up poorly optimized HMMs while, for program
developers, there is a problem as to whether the most appropriate HMMs are being applied to
sequence evolution. It is important for the user not to be seduced by technical jargon, but to justify
the use of newer methods such as these on the basis of convincing results.

3. Error in Sequence Alignments

Errors are very common and invalidate any conclusions obtained by methods based on sequence
alignments (see Fig. 2). The three main sources of error are: the input sequences, mistakes by the
user, or alignment algorithm failure. Causes and effects of error are manifold; some major ones are
discussed below.

3.1. Errors in the Input Sequences

Experimental errors in determining sequences include double-insert cloning errors, truncated cDNA
clones, base insertion or deletion causing translation frameshifts, and translation with inappropriate
genetic code (eg, for plastid-encoded proteins). Figure 3 shows an example of a frameshift error in a
database entry. Algorithm failure during alignment may be induced by sequence error, such as
frameshifted regions, in which the sequences are no longer similar, and may induce incorrect gap
placement (Fig. 2). Errors in sequences are very common and likely to be present in any sequence
family (30, 31).

Figure 3. Frameshifted segment in the Mycoplasma pneumoniae EFTU sequence revealed by comparing the DNA to the
closely related Mycoplasma genitalium EFTU using a dynamic programming three-frame comparison allowing shifts be
translation frames (30). Exclamation points mark the frameshift sites. The first frameshift is caused by a base being drop
and the second frameshift is caused by a base being added, thereby returning to the original translation frame. See Figure
multiple alignment spanning this region.
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M.genitalium EFTA 151 AEBEEVEDLLTSYGFDGENTPIIYVGSALEALEGDPEWEAEIHDLIEAY
Translation AREVEDLLTEYGFDGENTFIIYGSALKEALEGDFEWEAK ITHDLMMNAS
M. pneumonias DNA 619 ggogogttbtattgbggasacaabtgtbgcagogggoatggaacgtaags
caatgattccagtagaaccttagoctactagacagacataattact
aagatcaattccttcgocttbbttatagtatttggatgocttagtat
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M.genitalium EFTU 200 IPTPTREVDG+++PFLLAIEDTMTITGRGTVVTGRVERGELEVGQE
Translation IPTPEREVD "~ *PFLLAIEDTMTITGRGTVVIGRVERGELKVGQE
M.pneumoniae DNA 785 acacgeggghdhlctttgaggaaaaagogadggagoggogghtaggoe
tococagata ctttotaactctogggettoggtaggatatgas
tattatagce goggacacaoggbtettegtotgtattagaatas

Further errors can arise in preparing sequence database entries. These can affect any part of the entry
and can have particularly unpredictable consequences. However, the most common annotation errors
are undoubtedly in predicted translation products and are a consequence of the limited accuracy of
current gene prediction algorithms; that is, despite high-quality DNA sequence, the predicted protein
sequence might contain artificially translated introns, missed exons, or terminal truncations or might
be an artificial fusion product of two independent genes. Protein sequence alignments can often help
in identifying translation problems.

3.2. Mistakes by the User

Generally these are due to inadequate attention to detail. Erroneous inclusion of nonhomologous
sequences in the input set is quite common, particularly if keyword searches are used to extract a set
of sequences; there are many examples of unrelated proteins performing equivalent functions, as
well as sequences that have functions incorrectly ascribed to them. Another source of error occurs
during the alignment process, when parameters may be set poorly. Trial and error is usually needed
to find the parameters that best suit a particular group of sequences. For example, insertion of too
few or too many gaps may suggest that the gap penalties are not optimal. It is important to take the
time to get a basic understanding of how a given program works, or it is unlikely to do the best job.

3.3. Algorithm Failure

Clustered alignment is a heuristic strategy that is not guaranteed to find the optimal multiple
alignment. The alignment process is likely to compound errors introduced by the user or in the input
sequences. Alignment mistakes will also be made in difficult alignment cases, even when there are
no input errors. There are many instances of homologous proteins having diverged over long periods
of time, so that they have apparently very little sequence similarity. The “twilight zone” where
sequence similarity merges with sequence dissimilarity is in the range 20% to 25% identity. (Five
percent identity would be a random match for protein sequence, neglecting residue biases. In
practice, given residue biases and gap insertions to maximize the similarity, the expectation for
random sequence matches approaches ~15% identity, but higher for short or biased sequences. There
is, however, no a priori reason why correctly aligned but extremely divergent proteins should not be
found with 0% pairwise identity.) Divergent nucleotide sequences are even harder to align, because
random similarity is reached at ~25% identity before gaps are added. Wherever possible, alignments
need to be checked against additional data available for a sequence family, such as known tertiary
structures and whether invariant catalytic residues, or any other known conserved motifs, are
correctly aligned.

3.4. Consequences of Errors in Aligned Sequences

Errors in multiple alignments can have disastrous consequences for phylogenetic inference on the
basis of sequence trees. Sequences with misaligned segments or translation frameshifts are
apparently more divergent than they should be from the other sequences. The branch leading to that



sequence will then have a longer length (which erroneously implies a more rapid molecular clock)
and the branch point may migrate toward the centre of the tree, giving a false order of divergence.
Such incorrect phylogenies may be quite exciting when they seem to refute established viewpoints.
Two rules of thumb are useful: (i) Infinitely more wrong tree topologies can be generated than right
ones, and (i1) wrong phylogenies are more interesting than right phylogenies. Incautious advocacy of
a wrong phylogeny can waste many peoples' time.

Errors also disrupt evaluation of conserved sites in sequences (Fig. 2). Catalytic residues are often
absolutely conserved, so a single misaligned sequence may lead to rejection of the correct site. Most
conserved residues have a structural role: Structure prediction for protein uses conserved
hydrophobic residues and, for RNA, conserved base-pairing residues. Misalignments disrupt the
conservation periodicities, leading to rejection of the correct structures. Terminally truncated
sequences of multidomain proteins can lead to false inferences for the domain boundaries, which are
very usefully defined by coincidence with the protein N- or C-termini.
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Alkaline Phosphatase

Alkaline phosphatases (E.C. 3.1.3.1) belong to a family of orthophosphoric monoester
phosphohydrolases that have an alkaline pH optimum. Their genes are very frequently used as a
reporter gene. Alkaline phosphatase activity is most commonly detected by the hydrolysis of 5-
bromo-4-chloro-3-indolyl phosphate (BCIP), which, when coupled to the reduction of nitro blue
tetrazolium (NBT), forms a formazan and an indigo dye that together form a strong black/purple
precipitate (1). In addition, a number of fluorogenic substrates are also available (1). 4-
Methylumbelliferyl phosphate (MUP) gives a blue fluorescent product upon hydrolysis, and 2-
hydroxy-3-naphthoic acid-2-phenylanilide phosphate (HNPP/Fast Red TR) fluoresces with a broad
emission peak between 540 and 590 nm and can be observed using either fluorescein or rhodamine
filter sets. Molecular Probes Inc. have also developed a proprietary substrate called ELF-97 (Enzyme
Linked Fluorescence-97), in which cleavage of the molecule converts it from a soluble phosphate to
an insoluble alcohol, with an accompanying shift from weak blue fluorescence to a bright yellow
fluorescence (2).

Human placental alkaline phosphatase (hpAP) is most commonly used as a reporter enzyme in
nonradioactive detection systems, where the enzyme is linked to other molecular probes (eg, specific
antibodies)—for example, for the detection of proteins and nucleic acids by Western blot, Southern
blot, and Northern blot analysis, and most commonly in in situ hybridization. Elegant studies have
also been performed in which hpAP is fused to soluble extracellular domains of receptor molecules,
which are then used as probes to detect the sites of ligand production in vivo and facilitate the
subsequent cloning of the ligand genes (3).

Although animals express a number of alkaline phosphatase genes, the human placental isoform has
been developed as a reporter gene, because it can be distinguished from other endogenous isoforms
through its high thermostability (4). Thus all background endogenous alkaline phosphatase activities,
from embryonic, intestinal, and nonspecific genes, can be minimized by preheating tissue
preparations up to 80°C for prolonged periods. hpAP also retains its activity following histological
processing for wax imbedding and sectioning tissues. In addition, background from endogenous



alkaline phosphatases can be further inhibited by the amino acids L-phenylalanine or L-
homoarginine.

hpAP has been used in a wide range of applications, including in vitro transfection studies and
transgenic studies in vivo. The sensitivity of hpAP in transient expression assays is equivalent to that
of chloramphenicol acetyltransferase (CAT) (see Reporter Genes). A particularly useful variant of
hpAP is a cDNA encoding a secreted form of the protein (5, 6) that allows hpAP activity to be
assayed by sampling tissue culture medium, giving the benefit of monitoring changes in gene
expression with time. In this system, background activities are further eliminated, because the
endogenous isoforms are anchored to the cell membranes and do not contribute to the activity in the
culture supernatants.

hpAP is also an effective reporter gene to analyze gene expression in situ in tissue preparations.
hpAP was first used in retroviral vectors to infect small numbers of cells in developing embryos as a
tool to study cell fate and lineage analysis; subsequently, hpAP has been used as a robust reporter
gene in transgenic mice (7). Indeed, mice that express high levels of hpAP from a ubiquitously
expressed promoter thrive with no adverse effects. hpAP is particularly useful to use in combination
with a second reporter gene, such as /acZ (beta-galactosidase), in dual labeling studies, as the
common substrates are quite distinct and give different colored products (8).
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Alkylation

Alkyl groups have the general formula C H . Alkylation is a reaction that introduces an alkyl

2n+ 1
group into a compound. Commonly used alkylating agents are olefins, alkyl halides, and alcohols.
Biologically important alkylation occurs on nitrogen and oxygen atoms in polynucleotides.
Alkylating agents that cause these reactions are mutagens and carcinogens and include methyl
methanesulfonate, dimethyl sulfate, N-methyl-N-nitrosourea, dimethylnitrosourea, 1-methyl-3-nitro-
I-nitrosoguanidine, etc. Some alkylating agents are used as anticancer drugs, including
cyclophosphamide, nitrogen mustard and its oxide, and triethylenephosphoramide.

Alkylating agents easily alkylate nucleophiles in proteins such as those on cysteine (1), histidine (2),
and methionine (3) residues, amino groups (4), and sometimes tyrosine residues and carboxyl groups
(5). The most well-known alkylation is that for blocking free thiol groups of cysteine residues to
prevent their oxidation, especially in the course of determining the primary structure of a protein (see
Protein Sequencing).




1. Reduction and Alkylation of Proteins

The protein at a concentration of 2% (w/v) is dissolved in 0.5 M Tris buffer, pH 8.1, containing 6 M
guanidinium chloride and 0.002 M EDTA and reduced with dithiothreitol (50 mol/mol of disulfide
bond) at 30° to 40°C for 4 h under nitrogen (6). Then the solution is cooled to room temperature, and
iodoacetamide (100 mol/mol of the original disulfide bond) is added, with the addition of NH,OH as

necessary to maintain a constant pH. Other alkylating agents that can be employed instead are
iodoacetic acid, 4-vinylpyridine, N-ethylmaleimide, and ethyleneimine.

Bibliography

1. J. Bridgen (1972) Biochem. J. 126, 21-25.

2. A. M. Crestfield, W. H. Stein, and S. Moore (1963) J. Biol. Chem. 238, 2413-2420.
3. J. M. Gleisner and R. L. Blaklay (1975) J. Biol. Chem. 250, 1580-1587.

4. H.J. Goren and E. A. Barnard (1970) Biochemistry 9, 974-983.

5. K. Takahashi, W. H. Stein, and S. Moore (1967) J. Biol. Chem. 242, 4682—4690.

6. M. J. Waxdal et al. (1968) Biochemistry 7, 1959-1966.

Allelic Exclusion

The clonal selection theory put forward by Burnet (1) and Jerne (2) proposes that each single
lymphocyte expresses only one single type of antibody. This theory received its first structural
confirmation when it was shown that patients with multiple myeloma, a proliferative disorder of
plasma cells, had in their serum a highly elevated level of only one molecular species of
immunoglobulin, originating from the corresponding malignant clone. Single-cell experiments
performed by the Nossal group in Australia (3) indicated that each cell isolated from mouse
immunized with Sa/monella antigens produced only one antibody of one given specificity. These
observations were in agreement with the clonal theory, but did not explain by which mechanism this
was achieved. An elegant approach to that problem was made with the analysis of allotypes in
heterozygous animals. Allotypes, as defined by Oudin (4), are antigenic specificities that are shared
by a group of animals within a given species. These genetic markers are allelic variants of
immunoglobulins that are found on both the heavy and light chains. They have been studied
extensively in the rabbits, mice, and humans. In most cases, they are the result of a few amino acid
substitutions that confer specific epitopes (or allotopes) that can be recognized by specific
antibodies. In a rabbit heterozygous for H- and L-chain allotypes, Oudin showed that any given
immunoglobulin molecule always had two identical heavy chains and two identical light chains with
respect to the corresponding allotypes. This ensured that the Ig molecule was symmetrical and
therefore had two identical antibody combining sites, an obvious prerequisite of the clonal theory.
The next step was made at the intracellular level, when Pernis et al. (5) showed with specific anti-
allotype antibodies that, in a heterozygous rabbit, any given cell always expressed only one allotype
of each heavy or light chain. This suggested that a B cell, although diploid, had only one of its two
alleles functional, and the phenomenon was termed “allelic exclusion.”

The molecular mechanisms that account for this phenomenon could be understood only when the
complex mosaic structures of immunoglobulin (Ig) genes were deciphered. Each Ig heavy or light
chain contains an NH,-terminal variable and a COOH-terminal constant region, each encoded by a

multiplicity of gene segments. Diversity of the variable regions, which is directly linked to the



necessity to produce a very large number of different antibody molecules with a limited number of
genes, 1s generated by specific mechanisms of gene rearrangements that take place exclusively in
lymphocytes. The heavy-chain variable region is encoded after the rearrangement of three discrete
sets of germline gene segments (Vyy, D, Jy), and two for the light chain (V, J; ). Gene

rearrangements take place sequentially during B-cell differentiation in the bone marrow, in a strictly
regulated manner, as initially proposed by Alt and Baltimore. The heavy-chain gene segments
rearrange D to J;; and Vi, to D-Jy. The gene-segment joinings are random, so only one-third of the

rearranged genes have an open reading frame. As soon as one rearrangement is in frame, the
corresponding m chain is expressed. Whenever the first rearrangement is successful, the second
allele remains in the germline configuration, which indicates that a regulatory mechanism has taken
place. It was shown by transfection experiments and by making m transgenic mice that the negative
feedback inhibition of the gene rearrangement of the second allele was controlled by the m chain
itself, when expressed at the cell surface. It was also shown that, at this “preB stage,” the m chain
was associated with a surrogate light chain (YL), which is monomorphic and composed of two
polypeptide chains encoded by the 15 and VpreB genes. Expression of m—YL has been shown to
down-regulate the heavy-chain gene rearrangement, whereas rearrangement of the light chain locus
is switched on, in the same random reading frames as above. The final result of this complex
sequence of events is that, at each locus, only one allele is functional; the other one either remains in
the germline configuration or has an out-of-frame rearranged gene, thereby accounting for the allelic
exclusion phenomenon.

See also entries Clonal Selection Theory, Gene Rearrangement, and Antibody.
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Alloantibody, Alloantigen



Alloantigens are allelic variants that can induce, when injected into animals of the same species but
having a distinct genetic background, the production of the corresponding alloantibodies. The most
commonly known example of alloantigens are the blood group substances, which define the basic
ABO blood groups in humans. Blood group substances have long been identified as being derived
from a polysaccharide core that is found in pneumococcus group XIV, onto which three genes
encoding for glycosyl transferases will serially add units that will confer a specific antigenicity to the
newly derived molecule. Three genes operate this system in humans: A, B, and H. The H gene is
present in all individuals and will add one residue of fucose, leading to the so-called H substance. In
individuals who possess the A gene, an additional GaINAC (N-acetylgalactosamine) will be added,
providing the A substance, which is expressed at the red blood cell surface and confers the A group.
In those who have the B gene, a galactose residue is added to H, making the B substance, which is
also expressed at the cell surface of red cells in individuals of group B. The A and B genes are
codominant, so an individual will express the A, the B, or both the A and B molecules at the red
blood cell surface, depending upon what A and B genes are present. If neither the A nor B allele is
present, the group will be O. There are many other blood groups in humans, with special reference to
the Lewis groups, which are also derived from the same polysaccharide backbone by addition of
different units. What is peculiar regarding the ABO blood group system is the fact that individuals
who lack the A or the B specificity spontaneously produce alloantibodies directed against the
missing substance. So an individual of group A will make anti-B alloantibodies, an individual of
group B will produce anti-A, and one of group O will have both. Very severe accidents in blood
transfusion would result from the agglutination of the donor red blood cells by the alloantibodies of
the recipient. The reverse situation, agglutination of the host red blood cells by antibodies of an
incompatible donor, should also be avoided, although accidents are less severe. Antigen
compatibility between donor and recipient is therefore a must. ABO compatibility should also be
observed in allografts.

Even if the genetic determinism of these alloantigens is straightforward, it still is not clear why the
alloantibodies corresponding to the nonexpressed substance(s) are produced. The prevalent
explanation is that blood groups cross-react with bacteria normally present in the intestinal flora,
which would stimulate the immune system to produce the corresponding crossreacting antibodies. It
should be stressed that these “natural” antibodies are of the IgM type, which may be directly related
to the fact that they are the result of the stimulation by a T-independent polysaccharide antigen. The
titer of alloantibodies varies greatly between individuals, but may be considerably elevated upon an
incompatible transfusion.

Another famous case of alloantigen in the blood groups is the Rhesus factor, which was responsible
for the dramatic hemolytic disease of the newborn, due to the immunization of an Rh mother against

red blood cells of an Rh™ fetus. This occurs during the delivery because some fetal red cells may
enter the maternal circulation and induce the formation of IgG antibodies that will actively cross the

placental barrier in a subsequent pregnancy and then provoke lysis of Rh* fetus red cells. Treatment
involves complete transfusion of the newborn with Rh blood. It has now been generalized to prevent
the immunization by injecting the Rh mother with anti-D (anti-Rhesus) antibodies immediately after
delivery, to trap the red blood cells from the newborn that would have penetrated the maternal
circulation at birth.

Many other alloantigens are known, but alloantibodies are generally not produced unless the antigen
is given. This is the case of the major histocompatibility complex (MHC) molecules, which
constitute a major problem in transplantation. The name of major histocompatibility complex
indicates by itself how these molecules were first discovered as a major target for graft rejection, as
the result of a very severe alloimmune response, characterized primarily by the production of
cytotoxic T lymphocytes. Many other systems may behave as potential alloantigens, which simply
reflects the existence of allelic variants. The case of allotypes of immunoglobulins has been studied
particularly by immunologists and has provided remarkable genetic markers for the study of




immunoglobulin biosynthesis and diversity at the time.
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Allophenic

Allophenic individuals are composed of cells of two different genotypes (often called mosaics or
chimeras). Allophenic mice are the basis of the revolution in mouse genetics, allowing mice with
specific gene replacements to be generated and studied. Allophenic mice are made by mixing cells
from two embryos of different genotypes (1). These new composite embryos are implanted into
foster mothers and allowed to develop. The early embryos are able to compensate and form a single
individual from the mixture of embryonic cells. The mosaic progeny that result from these
manipulations have tissues that contain cells of the two different genotypes. The allophenic mice
have also been called tetraparental mice. When the germ cells are also of mixed origin, progeny can
be recovered from both genotypes.

The ability to make allophenic mice in the laboratory was first used to study the contributions of
cells to individual tissues. The number of cells that give rise to a particular tissue can be estimated
from the proportions of the two genotypes in a large number of allophenic mice. The cellular
autonomy of mutant phenotypes can be determined by generating allophenic mice between mutant
and wild-type mouse embryos. The two cell types usually differ both in the mutant of interest and in
some marker genotype, such as an enzyme polymorphism.

Two advances in the technology of allophenic mice have contributed to a revolution in mouse
genetics in the last few years. The first advance was the ability to use embryonic teratocarcinoma
cells from cell culture as one of the two cell types used to make the allophenic mice (2). The cultured
cells are injected into the interior of a normal mouse embryo and are incorporated into the embryo, to
form an allophenic mouse. The teratocarcinoma cells are totipotent and can even form germ cells
that give rise to the gametes for the next generation. The second major advance was the
development of techniques for site-directed mutagenesis and gene replacement in mammalian cells
in culture (3) (see Gene Targeting). A gene of interest is altered in a specific way in teratocarcinoma
cells in culture. A clone of cells with the altered genotype is produced, and cells from the clone are
injected into early mouse embryos to produce allophenic mice. These allophenic mice can be studied
as mosaic individuals or can be allowed to develop to fertile adults. If some of the germ cells in the
adult allophenic mice are derived from the genetically altered teratocarcinoma cells, progeny can be
recovered from the gametes produced by the teratocarcinoma cells and used to found a mutant strain
of the specific genotype desired. This has led to the production of hundreds of new mouse strains
mutant for developmentally important genes. It has also made the construction of mouse models for
human disease far easier than in the past. These technologies have been extended from mice to a
variety of other mammals; and they could be used to alter the human genome genetically, with far-
reaching consequences.
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Allostery

Allostery is used to describe regulatory phenomena in biological systems. The term

“allosteric” (other shape) was coined by Monod and coworkers to describe a particular type of
regulatory behavior and marks an important synthesis in the development of biochemistry and
molecular biology. Since its inception, the term has evolved to describe several related concepts and
is used today to describe a variety of phenomena. To some, it is associated with a particular type of
regulatory behavior, while to many it is used to describe several different aspects of regulation. The
development of the concept, the meanings it has come to have, its application in describing
regulatory properties of proteins and enzymes, and recent developments that indicate the need to use
it in its original sense are described here.

The allosteric concept was conceived in the early 1960s by Monod and coworkers to describe the
properties of regulatory enzymes. In the mid-1950s, several investigators described enzymes whose
catalytic properties were dependent on effector molecules other than the substrate. The first well-
characterized example of this behavior was the finding by Cori and colleagues that 5'-AMP is
required for the in vitro catalytic activity of glycogen phosphorylase b from resting skeletal muscle
(1). Studies of the regulation of biosynthetic pathways in bacteria showed that the catalytic
properties of the first enzyme in a pathway are often modulated by the end product of the pathway,
which has a structure different from that of the substrate—for example, isoleucine inhibition of
threonine deaminase (see Threonine Operon) (2) and CTP inhibition of aspartate transcarbamoylase
(3). The differences in the structures of the substrates and effectors were first noted by Monod and
Jacob, who postulated in a seminal paper in 1961 that the effectors bind to separate and distinct sites
(4). They coined the term allosteric site for the effector binding site to distinguish it from the active
site and postulated that the effectors act indirectly by causing changes in the conformation of the
enzyme that alter its catalytic site and kinetic properties. In 1963, Monod and coworkers compiled
the available data on regulatory enzymes (5). These enzymes all contained more than one subunit per
enzyme molecule—that is, dimers, tetramers, and dodecamers. For several of these enzymes, changes
in quaternary structure (association—dissociation of the subunits) had been shown to occur upon
addition of the effectors. Monod was also aware of unpublished crystallographic results showing that
the oxygen-binding sites on hemoglobin are located far from one another and that the distances
between the amino acid residues labeled by heavy atoms change upon binding of oxygen (Ref. 6, pp.
577-578). On this basis, the key elements of a general model for the functional structures of
regulatory enzymes were formulated:

1. Each molecule of the native enzyme contains multiple subunits with binding sites for substrates
and ligands, and the regulatory behavior depends on the relationships between the subunits.

2. No direct interactions between substrate(s) or effectors are required, that is, the effectors act
indirectly on the catalytic site.

3. The actions of the effectors are due entirely to a reversible conformational change in the protein
that is induced by effector binding.



Monod et al. postulated that protein conformational change is the basis for control and coordination
of chemical events in living cells, and Monod considered this to be the “second secret of life”” (Ref.
6, p. 576). Structural studies using X-ray crystallography methods support the concepts of this
general model.

These concepts were used to develop the concerted model, a specific molecular model for describing
regulatory behavior (7). This model was developed as a plausible explanation for the positive
cooperativity in the binding of oxygen to hemoglobins. Because the apparent affinity for binding of
oxygen changes as its concentration is varied, these are called homotropic interactions. The
concerted model retains the aspects of the general model with respect to oligomeric structure of the
protein, multiple binding sites located far from one another, and conformational changes upon
binding of one ligand that are transmitted by protein conformational changes to the other ligand
binding sites, thereby altering the binding affinities. This model defines the relations between the
conformational changes and ligand binding. The word concerted refers to the all-or-none nature of
the conformational transition. That is, only two conformations are allowed for the subunits in an
oligomer and all of the subunits in a given oligomer have the same conformation. The conformations
are denoted by the terms R-state and T-state, and they differ in affinity for binding ligands. The R-
state has the higher affinity for ligands. Positive cooperativity in oxygen binding is explained by a
large predominance of the unliganded protein in the T-state with a shift to the R-state upon binding
of oxygen. The model was extended to enzymes by assuming that the interactions between the
substrate and enzyme are in rapid equilibrium and that all forms of the enzyme have the same V___ .

At this juncture, the term allosteric takes a different meaning. The conformational change between
the two states is called an allosteric transition. So, in addition to referring to sites for molecules
other than the substrate, it refers to interactions between substrate binding sites on different subunits.
The concept of the “other shape” is extended to the enzymes, which are termed “allosteric enzymes.”

This initial formulation of the concerted model describes homotropic interactions. The original
considerations of the allosteric concept were developed to treat cases in which the behavior of one
molecule, the substrate, depends on the concentration of another molecule. These are called
heterotropic interactions. The regulatory enzymes whose properties were catalogued by Monod et al.
showed both homotropic and heterotropic effects (5). The phenomenon of desensitization—that is,
treatments that result in loss of substrate homotropic interactions and heterotropic interactions, but
do not affect catalytic activity, had been described for some of these enzymes. Monod et al.
postulated that desensitization means that the molecular basis might be the same for both homotropic
and heterotropic interactions. They stated that if this were the case, the concerted model could also
be used to describe heterotropic effects—that is, the original allostery. In the model, activating
effectors have higher affinity for the R-state, while inhibitory effectors have higher affinity for the T-
state. This issue has resulted in great confusion in the use of the model. All subsequent treatments
presume that a single allosteric transition is the basis for both homotropic and heterotropic effects.
This presumption is particularly evident in structural studies of regulatory proteins, where the terms
R-state and T-state dominate discussions.

In the three cases of regulatory proteins that have been examined with care, it is clear that the
concerted model fails. More than two states are involved in oxygen binding to hemoglobin (8, 9).
Homotropic and heterotropic interactions are not due to the same transition in aspartate
transcarbamoylase (10, 11). Although the same T-state is predicted for phosphofructokinase with
different inhibitors, experimental results show that the properties of the inhibited forms are different
(12). These results argue strongly that the term allosteric should be used in a stricter sense to refer to
effects of one ligand on the binding of another, independently of assumptions about the mechanism
of the interaction.
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Alpha-Bungarotoxin and Curare-Mimetic Toxins

The venom of the banded krait snake (Bungarus multicinctus) contains a variety of protein toxins
that are collectively called bungarotoxins. As is often the case, an animal venom is, in fact, a mixture
of different toxins specific for different target molecules. The a-neurotoxins, or curare-mimetic

toxins, bind specifically to the acetylcholine receptor with high affinities (K, in the 10°t0 10712 M

range for neuronal and muscular receptors of different species) and prevent the opening of the ion
channel caused by acetylcholine binding (1, 2). Such inhibition of the transmission of the nerve-
muscle impulse results in a flaccid paralysis, which may end in respiratory failure and death.

a-bungarotoxin is the prototype of a large group of monomeric toxins, produced by many snakes,
including cobra and sea snakes, and composed of 66 to 74 amino acid residues with four or five
disulfide bonds. Their three-dimensional structure is rather flat, with three adjacent b-sheet loops (3)
that expose residues essential for receptor binding: Lys-27, Trp-29, Arg-39, and Lys-55 (numbering
of erabutoxin) (Fig. 1) (4).

Figure 1. Erabutoxin, a snake toxin that binds to the acetylcholine receptor. Folding of the polypeptide chain shows
the typical three-finger folding of curare-mimetic snake toxins. Several residues determine the specific binding and
inhibition of the acetylcholine receptor with Lys-27, Trp-29, Arg-33, and Lys 47 playing a major role (4). Reproduced
from (2) with permission.



K47

Many species of snakes, including B. multicinctus, also produce a-neurotoxins of smaller size. Their
polypeptide chains are 60 to 62 residues long but adopt the same three-finger b-sheet fold, stabilized
by four disulfide bonds. At variance from the longer a-neurotoxins, these toxins are dimers, but the
same three positively charged residues are essential for receptor binding. The corresponding area of
the acetylcholine receptor involved in a-neurotoxin binding has not been mapped in detail, but the
segment of residues 185 to 199 plays a major role, together with residues 128 to 142.

The various a-neurotoxins bind with a range of affinities and specificities to the multitude of
muscular and neuronal acetylcholine receptors; fluorescent and radiolabeled toxin derivatives are
invaluable tools for the study of the structure and function of such receptors (5).
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Alpha-Helix (3,,-Helix and Pi-Helix)

The right-handed a-helix is one of two regular types of protein secondary structure, the other being
the b-strand that forms b-sheets. Helices are formed from consecutive stretches of residues of the
polypeptide chain and are characterized by a right-handed coiled backbone and a regular repeating
pattern of backbone hydrogen bonds. a-Helices are usually depicted as coils or cylinders in protein
structure diagrams (Fig. 1). There are 3.6 residues in every turn of a-helix, and for each turn the
backbone is translated by 5.4 A (or 1.5 A per residue). In protein structures, the average length of an
a-helix is 10 residues, although much shorter and longer examples have been observed. The
backbone angles are approximately —60° and —50° for f and Y, respectively, corresponding to the
allowed region in the lower left of the Ramachandran Plot. The atoms of the polypeptide chain pack
closely together in the a-helical conformation, making favorable van der Waals interactions. The side
chains of each residue are oriented outward from the axis of the helix, with the Ca—Cb bond pointing
toward the N-terminal end of the helix.

Figure 1. A typical protein a-helix. (Left) The helix is depicted schematically as a coil, and the N- and C-terminal
ends, with their respective partial positive and negative charges, are indicated. (Right) The atomic detail of the a-
helical structure is shown, with hydrogen bonds between backbone carbonyl oxygens (i) and backbone amide nitrogens
of residue (i + 4) indicated by dotted lines. Nitrogen atoms are shown in blue and oxygen atoms are shown in red. This
figure was generated using Molscript (3) and Raster3D (4, 5). See color insert.
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A regular hydrogen bond pattern is formed in the a-helix, corresponding to bonds formed between
the backbone carbonyl oxygen of residue (i) and the backbone amide of residue (i + 4) in the
polypeptide chain, so that there are 13 atoms between each acceptor and donor pair. Thus, apart from
the first few amide groups and last few carbonyl oxygen atoms, all the peptide bonds in an a-helix
form hydrogen bond interactions. The hydrogen bonds are all oriented in the same direction, as are
the dipoles of each of the peptide bonds. Therefore, the helix itself also has a significant dipole
moment (a partial positive charge at the N-terminus and a partial negative charge at the C-terminus),
and charged residues that interact with the dipole are often found in the sequence at the appropriate
end of a helix (1). For example, the negatively charged Asp residue is highly favored at the N-
terminus. The helix dipole has also been implicated in protein functions, such as substrate binding

and catalysis.

Different amino acids have different tendencies for forming a-helices (2). The amide nitrogen of
proline is cyclized with its backbone and thus cannot act as a hydrogen bond donor. Proline residues
therefore are not found frequently in a-helices; when they are, they cause irregularities such as kinks
and bends in the middle of helices. On the other hand, proline is a preferred residue at the N-terminus
of the helix where other residues would have an unpaired backbone amide.

The staggered arrangement of side chains around the helix can be visualized in two dimensions
through the use of a helical wheel (a projection down the axis of the helix). Helices in membrane
proteins are often amphipathic, having polar or charged side chains arranged on one side and
hydrophobic side chains on the opposite side of the helix.

There are several variations to the a-helix conformation of proteins. The 3, ,-helix is more tightly

wound than the a-helix with backbone hydrogen bonds formed between residues (i) and (i + 3). Its
name is based on its structure, with three residues per turn and 10 atoms between hydrogen bond
donor and acceptor (although in real protein structures this geometry may be somewhat distorted).
The 3, ,-helix is usually only observed at the ends of a-helices or in short stretches of 4 to 5 residues.

The P-helix is more loosely wound than the a-helix with backbone hydrogen bonds formed between
the (i) and (i + 5) residues and is very rarely observed in protein structures. The left-handed helix,
having the same hydrogen bonding pattern as a-helices but backbone f and Y angles of +60° and



+50° (rather than the —60° and —50° angles of the right-handed a-helix), is not often observed,
because this conformation results in steric clashes between backbone and side chain atoms. A
glycine residue, however, having only a hydrogen atom as its side chain, can adopt this
conformation. The poly(Pro)II helix, with no backbone hydrogen bonds, is also left-handed, with
three residues per turn and a translation of 3.12 A per residue. This helical structure is observed in
polyproline and in proline-rich regions of proteins.

[See also Protein Structure and Secondary Structure, Protein. ]
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Alpha-Helix Formation

a-Helices are the most common type of secondary structure in globular proteins (see Alpha-Helix
(310-Helix and Pi-Helix)). As such, there is intense interest in understanding the factors that
contribute to a-helix formation in peptides and proteins (1-4).

All peptide helices unfold with increasing temperature. This indicates that helix formation is an
enthalpically favorable process (it proceeds with the release of heat). The main feature of helical
structure is the repeating pattern of intramolecular hydrogen bonds formed between atoms in the
peptide backbone (> C=0 - H—N <). These hydrogen bonds probably provide the main enthalpic
stabilization to the helical conformation (5). Opposing this enthalpy is the conformational entropy
of freezing the backbone conformation, because the process of change from a disordered
conformation (unfolded peptide or protein) to an ordered one (helix) is unfavorable entropically.
This unfavorable entropy is about the same magnitude as the favorable enthalpy; that is, in isolation
the helices are at best marginally stable.

Because the a-helix has an (i, 1 + 4) backbone hydrogen bonding pattern, the first four > N—H and
the last four >C=0 groups of the helix will not be hydrogen-bonded to a backbone partner. Polar
groups that do not form hydrogen bonds to water or other protein groups are destabilizing (see
Protein Stability). Therefore it is important that these groups either be hydrated or have other
intramolecular partners. The side chain of the first residue of the helix (the “N-cap”) often fills this




role, if it is able to hydrogen-bond to one or two otherwise unsatisfied backbone >N—H groups.
These “capping” hydrogen bonds have been proposed to be important factors in determining where
helices begin and end in proteins (6, 7).

The helical conformation has the peptide groups and their associated dipoles aligned in the same
direction, whereas in nonhelical forms the dipoles are distributed randomly. As the helix forms, the
dipoles on adjacent peptide groups align in an unfavorable fashion (see Electrostatic Interactions).
However, when a full turn of the helix is completed, the first hydrogen bond is formed and the
peptide groups involved in the hydrogen bond align favorably. This adds to the cooperativity of
helix formation: Once the first hydrogen bond is formed, it is easier to continue forming the helix.
The alignment of the individual peptide group dipoles in a single direction gives rise to a helix
macrodipole (simply the additive effects of the individual dipoles). The N-terminus of the helix has a
partial positive charge, while the C-terminus carries a partial negative charge. Residues with charged
side chains at the ends of a helix can interact favorably or unfavorably with the helix macrodipole,
giving rise to an effect known as the charge—dipole interaction.

Different amino acid residues have different tendencies to form helices (see Helix—Coil Theory). For
example, alanine is found in protein helices much more often than is glycine (8). The intrinsic
preference to be in a helical conformation has been termed helix propensity. Since this is an intrinsic
property, it should be characteristic of a given amino acid and independent of context. However,
quantitative measurements of helix propensity in different systems have provided markedly different
results (1, 2, 4). This reflects the difficulty of measuring intrinsic properties in complex molecules
like proteins and peptides (however, see Ref. 9).

Interactions between side chains can also affect the stability of helices. Side chains three and four
residues away from each other in the amino acid sequence will be close in space in a helical
conformation. Therefore, electrostatic interactions, hydrogen bonds, or hydrophobic contacts
between these side chains can contribute to helix stability. Likewise, if interactions are possible in
the nonhelical form of the peptide or protein, this can alter the amount of a-helix observed in a
peptide or protein. Figure 1 shows examples of various types of side-chain interactions possible in
the helix, an estimate of the magnitudes of the contributions of the main factors contributing to helix
stability, and comparison of these estimates with the free energy provided by typical interactions in
proteins.

Figure 1. Interactions involving amino acid side chains that affect the stability of isolated a-helices. (Top) Ribbon
model of an a-helix, with stabilizing interactions involving (i) hydrogen bonding of the N-cap side-chain at the N-
terminus, indicated here as Asn, (ii) favorable electrostatic interactions of ionized side chains (Asp and Arg shown
here) with the helix dipole, and (iii) electrostatic interactions between oppositely charged side chains on adjacent turns
of the helix. (Bottom) Quantitative estimates of the net stabilizing interactions in an isolated a-helix and in folded
globular proteins.
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In addition to the stability of helices, their rates of folding and unfolding are of interest as well. The
transition from helix to random coil occurs very rapidly, on the order of nanoseconds, two to three
orders of magnitude faster than the fastest folding proteins (10).
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Alpha-Lactalbumin

It requires patience to achieve quiet research. The investigation of properties of a-lactalbumin (a-LA)
was not worthy of much notice until about 1965, especially from the standpoint of molecular
biology. It is only a protein component of the complex enzyme “lactose synthase” and elucidation of
its function had made little progress. However, the hidden connection to molecular biology was
ferreted out in about 1967 and initiated the great explosion of activity in studying the molten globule
(MG) conformation of proteins. These studies of the MG proteins opened a new area of structural
biology connected to various physiological functions. Modern molecular biology sometimes requires
the MG protein model to understand such physiological processes. The best-characterized MG is that
formed by a-L A, and it can easily be prepared. a-LA is now one of the star proteins in molecular
biology. The development of research into a-L A has been deeply affected by changing times.

One (a) of three peaks in the sedimentation velocity patterns of proteins in the non-casein fraction
of skim milk was found responsible for a lactalbumin isolated from milk, which has subsequently
been called a-lactalbumin. In the middle-1960s, it was confirmed that lactose is synthesized in the
mammary gland UDP-galactose (UDP-Gal) and glucose (Glc) by an enzyme “lactose synthase,”
which can be resolved into two fractions. One of them is a-LA, and the other is galactosyltransferase

(GT). Alone in the Golgi apparatus, but with metal ions such as Mn?", the latter catalyzes the
transfer of Gal to GIcNAc on glycoproteins:

UDP-GAL + GlcNAc — Lactosamine-NAc + UDP (1)

where NAc is the NAc is the N-acetyl group. a-LA is synthesized in the mammary gland during the
lactation. It passes through the Golgi apparatus where it combines with GT and alters its substrate
specificity to inhibit reaction 1. A decrease of three of magnitude in the K for Gle facilitates the

synthesis of lactose instead:

UDP-Gal + Gle — Lactose + UDP (2)

1. Structures

a-LA is normally a single polypeptide chain of 123 residues, four disulfide bonds, and a molecular
weight of about 14,000 except for rat a-LA, which has 140 residues. About 1970, similarities were
noted in the molecular weight and amino acid sequence between a-LA and hen egg white lysozyme
(HEWL), a lytic enzyme. Subsequently, it was found that the exon-intron organization of the genes
for both proteins are the same 1, 2. These suggested divergent evolution of the two proteins from a
common ancestral gene, and a-LA was assumed to have a three-dimensional structure similar to that
of HEWL, in spite of marked differences in their functions. X-ray crystallographic determination
of the a-LA structure was not successful for a long time, but the conformations of both proteins in
aqueous media were compared. Until 1980, significant differences in their physical behavior were
observed:1) An intermediate conformation appears in the unfolding equilibrium of a-LA, but not of
HEWL, at intermediate concentrations of guanidinium chloride (GdmCl) at a neutral pH, which is

also stable at acid pH and is designated the “A-State”; 2) One Ca?" ion is tightly bound to a-LA, but

not to HEWL, and stabilizes the native (N) form. Removal of Ca®" from a-LA induces the A-state
near room temperature. Figure 1 shows a phase diagram of bovine a-LA for the N-, A-, and U-
(unfolded) states in of GdAmCI at 25°C, and the unfolding equilibrium has been explained in terms of




the three states (3-5). Subsequently, it was shown that the kinetic intermediate of bovine a-LA
captured at the early stage of refolding from U has properties similar to the equilibrium A-state.
Later, it was reported that a number of proteins including HEWL assume the equilibrium and kinetic
intermediate(s) similar to the A-state of a-LA in the molten globule (MG) form, and the MG was
considered to be a third physical state of proteins (see Molten Globule). However, the
conformational transition of the A to U of a-L A is nonco-operative, and then the folding of a-LA
along the multipathway, which is apparently in the two-state type, is proposed (6-8). Also, recently,
the kinetic intermediates of folding of a-L A with non-native secondary structures were shown,
especially in the apo-form (9).

Figure 1. Phase diagram for the three states (N, A, and U) of bovine a-lactalbumin in a solution of GdmCI at any
concentration and pH at 25°C.” The solid curves represent the pH and [GdmCl] where K, qNU K, qAU, orK, qNU is unit.

K, q’j is for the conformational transition between i and j. The other curves represent the pH and [GdmCl] where

NA _ AU _ NU — * - ;
Keq =10o0r 0.1 (---), Keq =10o0r0.1 (-.-), and Keq =100r0.1 (-. .-). K. Kuwajima, Y. Ogawa, and S. Sugai
(1983) J. Biochemistry (Tokyo) 89, 759—770.
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Since 1987, the crystal structures of a-LA from various species (baboon, human, goat, guinea pig,
and bovine) and their recombinant and mutant forms have been determined at resolutions of 1.15 to
2.4A 10-15. The overall features of the authentic forms are similar to those of HEWL. Both
structures are divided into two (a and b) subdomains by a deep cleft, the a-domain comprises
residues 1 to 34 and 86 to 123, and the b-domain includes residues 35 to 85. In baboon a-domain
contains four a-helices, A (residues 5 to 11), B (23 to 34), C (86 to 99), and D (105 to 109), plus
single turns of 3 -helices (12 to 16,101 to 104, and 115 to 119). The b-domain consists of a three-

stranded antiparallel b-sheet (41 to 56), a 3, ,-helix (76 to 82), and loop regions (Fig. 2). In a-LA
from other species, however, the D-helix is replaced by a loop. The C-terminal region is flexible.
The conformation and the ligand coordination of a Caz+-binding site (K, of 107 to 101°M 1 in the

N-state) are observed at the interface of both the domains in all of a-LA. The Ca2+-binding site is



composed of three Asp residues at 82, 87, and 88 and peptide carbonyl oxygens at residue 79 and 84
(the other two ligands are water molecules) and is in a slightly disordered, rigid pentagonal
bipyramidal form (designated the “a-LA elbow”). The Asp residues are not found in the
corresponding region of most lysozymes, but some have the Ca2+-binding site in an a-LA elbow
(Table 1), which bind a Ca?" ion in the N-state and are important for studying the evolution of the a-

LA family. A Zn2+-binding site was also found in the human a-LA crystal, located at the entrance of
the cleft between the two subdomains and coordinated with Glu 49, Glu 116, and two water
molecules. Also, the Mn?"-and weak Ca2+—binding sites were also indicated. a-LA binds numerous
other metal ions: NaJr,KJr,Baer,Mng’,Conr,Cuer,szJ’,ngJ’,Cder,Serr,Al3 +,Tb3+,Eu3+,Sc3+, and
Y3. However, elucidation of their locations and roles in lactose synthesis are awaited. Recently,
binding of fatty acids to human a-LA is noted in connection with its function. The structures of a-LA
determined by X-ray crystallography and by NMR in solution exhibit two hydrophobic clusters of
aromatic residues: cluster I of Phe 31, His 32, Tyr 36, and Trp 118 and cluster II of Trp 26, Phe 53,
Trp 60, and Trp 104 (16-19). These make up the cores in a-LA by combining with other hydrophobic
parts in the a-domain.

Table 1. Comparison of “Equivalent Amino Acid Residues” in Some a-Lactalbumins and
Lysozymes at the Calcium-Binding Sites

Protein Source Residue?

79 82 84 87 88
a-Lactalbumin Baboon  Lys Asp Asp Asp Asp
Human  Lys Asp Asp Asp Asp
Bovine Lys Asp Asp Asp Asp
Equine Lys Asp Asp Asp Asp
Wallaby Lys Asp Asp Asp Asp
Guinea pig Lys Asp Asp Asp Asp
Goat Lys Asp Asp Asp Asp
Camel Lys Asp Asp Asp Asp
Rabbit Asn Asp Asp Asp Asp
Rat Lys Asp Gly Asp Asp
Lysozyme Human  Ala GIln Asn Asp Ala
Bovine  Glu Glu Asp Lys Ala
Henegg Ala Ser Asp Ala Ser
Equine Lys Asp Asn Asp Asp
Pigeon Lys Asp Asn Asp Asp
Canine Lys Asp Asn Asp Asp

* Residue numbers for lysozyme are equivalent numbers for human a-lactalbumin.

2. Molten Globule Intermediate

The molten globule of a-LA is compact (a radius of gyration only about 10% larger than that of the
N-form) and has N-like secondary structures, but without the specific tertiary structural packing




interactions. a-LA assumes the following stable MG forms in aqueous media: 1) An equilibrium
unfolding state at intermediate concentrations of GAMCI or urea; 2) The acid state; 3) A partially

unfolded state obtained by removing of the bound Ca®" at neutral pH and low salt concentrations,
and 4) After partial reduction of the disulfide bonds. NMR and amide hydrogen exchange show
heterogeneous structures of the MG, an a-domain relatively structured by hydrophobic interactions,
and a more unfolded b-domain. Hydrophobic clusters I and II in the native form are somewhat
rearranged locally, and some form of the hydrophobic core persists in the MG form and play as
nuclei for the folding. The disulfide bond between Cys 6 and Cys 120 in native a-LA can be reduced
extremely quickly by thiol agents. The free thiol groups in the three-disulfide intermediate (3SS) of
a-LA are easily modified by iodoacetic acid or iodoacetoamide and generate carboxymethylated or
carboxyamidomethylated 3SS a-LA, respectively. These trapped derivatives of bovine a-LA retain
the N-form, with slight changes in the local conformation very near Cys 6 and Cys 120, but they

assume the MG form in the absence of Ca2" or at acid pH (20-25). A two-disulfide species and its
trapped derivatives can also be obtained by subsequently reducing the 28—111 disulfide bond. The
2SS derivatives have partial MG characteristics. These disulfide intermediates and their derivatives
are frequently used as models of partly unfolded proteins in the molecular biology because they are
well characterized and easily prepared (26-28).

3. Functions
Lactose synthase (reaction 2) has long been studied to determine the binding sites of the saccharides

and of metal ions and the interaction site between GT and a-LA. The structure of a-LA-GT complex
has not been determined, but it has been shown by indirect methods such as chemical modification

and site-directed mutagenesis that Ca>* and some residues of a-LA adjacent to the cleft including
Phe 31, His 32, Ala 106, and Leu 110 are crucial for the function of lactose synthase. The flexible C-
terminal region, part of the hydrophobic clusters, and the cleft are essential for the lactose synthase
function. The binding sites of a-L A on GT have been tentatively identified. The difference in
function between a-LA and lysozyme has been explained by roles of some residues such Tyr 103 in
a-LA. Mutations of six residues in the cleft of a-L A to the corresponding ones of lysozyme created a
catalytic site of lysozyme in a-LA and hydrolyzed the glycoside bond, as chicken lysozyme (29).

It has been confirmed that molecular chaperones bind the protein and assist it folding in the cell.
Physicochemical studies in vitro indicate that the chaperoninGroEL binds apo- or disulfide-reduced
a-LA in the MG form, although it scarcely interacts with the N-state of a-LA (30-34). GroEL
recognizes the hydrophobic surface exposed on the MG-form. a-LA bound to GroEL is also in the
MG-form. a-LA and its disulfide-reduced forms in the MG interact with other chaperones and are
frequently used as model substances for studies of protein folding in the cell. The insertion of soluble
proteins into membranes and the conformations of the membrane-bound protein have been topics of
interest (35-38). The insertion of a-LA into model membranes occurs under conditions that favor
formation of the MG with its hydrophobic surface. The inserted a-LA is also in the MG-form, and its
association with a lipid bilayer affects the chain mobility of the lipids.

Recently, some multimers of human a-LA prepared from its milk casein fraction were indicated to
induce apoptosis in cancer cells, leukoma (L210), and lung carcinoma (A549) but not in healthy
cells, although the monomeric human a-LA did not induce apoptosis in any cell (39-42). The active
high oligomers are folding variants of human a-LA, to which fatty acids are bound, and assume the
MG form. They were shown to accumulate in the nuclei of sensitive cells and to induce DNA

fragmentation. The latter process requires Ca2" ions. a-LA has important biological functions in
addition to lactose synthesis.

a-LA is a protein of interesting structure, properties, and functions, and it will be noted in molecular
biology in the future.
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Alternative Splicing

Most eukaryotic genes that code for proteins contain noncoding sequences (introns) that are
interspersed among the coding regions (exons). Transcription of these genes generates so-called pre-
mRNA molecules, which are converted to mature mRNAs by a process termed RNA splicing.
During this process, the introns are precisely excised and the exons are ligated together (see RNA
Splicing). The majority of nuclear pre-mRNAs are spliced constitutively; that is, only one mature
mRNA species is generated from a single pre-mRNA in all tissues. In some cases however,
alternative 5" and/or 3’ splice sites are used during splicing, resulting in the production of more than
one mRNA species from a single pre-mRNA. Alternative splicing has been documented for many
eukaryotic genes, and a variety of alternative splicing patterns have been observed, as depicted
schematically in Figure 1. The utilization of alternative 5" and/or 3’ splice sites (also referred to as
donor and acceptor sites, respectively) can result in structurally distinct mRNAs by either excluding
potential exon sequences or incorporating otherwise noncoding intron sequences. For some pre-
mRNAs, alternative splicing is a nonregulated event such that two or more alternatively spliced
mRNAs are produced at a given ratio to one another in all cell types. For others, the choice of
alternative splice sites is regulated in a tissue-specific or developmental manner. This type of
regulation is mediated by trans-acting factors that are differentially expressed in a particular tissue or
at a specific time during development (see text below). These trans-acting factors may be positive or
negative regulators that activate or repress the use of an alternative splice site either directly or
indirectly, for example by modulating the affinity of general splicing factors.

Figure 1. Patterns of alternative splicing. Constitutively spliced exons are shown as black boxes, alternatively spliced
exons are shown as shaded boxes, and introns are shown as a solid lines between the exons. Transcription start sites are
indicated by an arrow, and polyadenylation sites are indicated by p(A). Splicing events are depicted by a dashed line.
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Alternative splicing can lead to both quantitative and qualitative changes in gene expression.
Quantitative changes can arise if the alternatively spliced mRNA contains a prematurely truncated
open reading frame (ie, due to the presence of a stop codon) or exhibits an altered stability or
translation efficiency. In many cases, alternative splicing leads to the production of so-called protein
isoforms that are structurally identical in all but a specific region or domain (1). Such structural
variants of a given protein often exhibit significant functional differences. Thus, through the
generation of multiple protein isoforms, alternative splicing can enhance the phenotypic variability



of a single gene.

A central question in both constitutive and alternative splicing that has yet to be clearly resolved is
how the correct pairs of 5" and 3’ splice sites are selected for cleavage and subsequent ligation (see
also Splice Sites). Pre-mRNAs contain multiple authentic 5" and 3’ splice sites, which must be
properly paired in order to prevent the random skipping of one or more exon. Furthermore, these
sites must be distinguished from other nonauthentic sites that are also repeatedly present in most pre-
mRNAs. In the case of alternative splicing, several different factors appear to be responsible for the
preferential selection of one splice site over another. Firstly, features of the pre-mRNA itself (so-
called cis-acting elements) can influence splice-site utilization. For example, the conserved
sequences found at the 5" and 3’ splice sites and the branch site contribute to splice site selection (see
Splice Sites). In recent years it has become clear that the relative strengths of competing splice sites
is often a deciding factor in determining which site is used preferentially. The strength of a particular
5" or 3' splice site is generally a measure of how efficiently it binds spliceosomal components, such
as the U1 and U2 snRNPs or the splicing factor U2AF, which play important roles during the early
stages of spliceosome assembly. This in turn is often, but not always, a function of how closely its

sequences match the 5’ and 3’ splice site consensus sequences, or a function of the length and uridine
content of the polypyrimidine tract, which determines its affinity for U2AF. The selection of weak 5’
and 3’ splice sites, on the other hand, can be enhanced by splicing factors that promote U1 or U2
snRNP binding (eg, SR proteins; see text below). Some 5’ splice sites also activate usage of an
upstream 3’ splice site (eg, in the preprotachykinin pre-mRNA); and, vice versa, some 3’ splice sites
can promote the use of a downstream 5’ splice site (eg, in the B-tropomyosin pre-mRNA) (2, 3). In
the former case, factors bound at the 5" splice site (the Ul snRNP) enhance the interaction of U2AF
with the upstream 3’ splice site via a network of molecular interactions across the exon (4, 5)

In some cases, regions of the pre-mRNA other than the 5" and 3’ splice sites also contribute to
alternative splice-site selection. Purine-rich sequences (so-called splicing enhancers), which are
typically located in exons and often bind SR proteins, are known to enhance the use of adjacent 5’ or
3’ splice sites by stabilizing the interactions of spliceosomal components with them (reviewed in Ref.
6). In some instances, intron sequences or sequences in the 3'-untranslated region that regulate
polyadenylation have also been shown to influence alternative splicing. Finally, pre-mRNA
secondary structure (eg, stem-loop structures) can affect splice-site selection, for example by
blocking the interaction of spliceosomal components with a particular splice site (7, 8).

Splice-site selection during alternative splicing is also regulated by trans-acting factors. Many of the
currently identified trans-acting factors also function in constitutive pre-mRNA splicing. In this case,
variations in their concentration, or the concentration of factors that compete with them, are thought
to lead to tissue-specific modulation of splice-site usage. Foremost in this catagory of factors are
members of the evolutionarily conserved SR protein family, which are characterized by an amino-
terminal RNA-binding domain and a C-terminal domain rich in arginine—serine (RS) dipeptides
(reviewed in Ref. 9). SR proteins (eg, SF2/ASF and SC35) play essential roles in constitutive nuclear
pre-mRNA splicing, particularly at the earliest stages of spliceosome assembly (see Spliceosome).
Moreover, in pre-mRNAs that contain multiple 5" or 3’ splice sites (see Fig. 1), high concentrations
of SR proteins generally enhance the use of the more proximal (downstream) 5’ splice site (so-called
switching activity) or more proximal 3’ splice site (9, 10). However, apparently due to differences in
the affinities of individual SR proteins for different pre-mRNAs, the effect of a particular SR protein
on 5’ splice site selection can vary from one pre-mRNA to the next (11, 12). SR proteins appear to
act by facilitating the interaction of the U1 snRNP with the 5’ splice site, an initial step for 5’ splice-
site recognition, or by promoting the association of U2AF with the 3’ splice site (see Spliceosome).
High concentrations of SR proteins can also inhibit exon skipping (Fig. 1), which likewise involves
promoting the use of a proximal 5’ splice site. Interestingly, the activity of SR proteins such as
SF2/ASF or SC35 in 5’ splice-site selection (but not in constitutive splicing) can be antagonized by



the hnRNP proteins A/B (13, 14). High concentrations of these proteins generally favor the use of
more distal 5’ splice sites, and the ratio of 5’ splice site usage is determined by the relative amounts
of hnRNP A/B and SR protein. Thus, the amount of some alternatively spliced pre-mRNAs can be
modulated by varying the cellular concentrations of these proteins (15). SR proteins are also
involved in activating weak 5" and 3’ splice sites that are located adjacent to purine-rich splicing
enhancers (reviewed in Refs. 9 and 16). The binding of specific SR proteins to these exon enhancer
sequences promotes the interaction of U2AF, and thus the U2 snRNP, with the 3’ splice site or the
U1 snRNP with the 5’ splice site.

Trans-acting alternative splicing factors that are expressed in a tissue-, sex- or developmental-
specific manner have also been identified. In mammals, concrete, well-understood examples of cell-
specific regulators of alternative splicing are currently limited. The best-characterized factors are
those responsible for alternative splicing events in the fruit fly Drosophila melanogaster. For
example, sex determination in fruit flies involves a cascade of alternative splicing events that are
regulated by sex-specific proteins (17) (see Fig. 2). In males, splicing of the Sex-lethal (SxI),
transformer (tra) and doublesex (dsx) pre-mRNAs are nonregulated events that appear to require
only the general splicing machinery (ie, they represent the so-called default splicing patterns). In
females, alternative splice sites are activated by female-specific factors, either directly or indirectly,
through the inactivation of the male-specific site. The first of these factors known to act in this
cascade is the female-specific Sxl protein, which regulates its own synthesis by an alternative
splicing event. In females, SxI is thought to block (by a currently unknown mechanism) use of the 3’
splice site of the third exon of the Sx1 pre-mRNA, which leads to exon 3 skipping (18, 19). Because
exon 3 contains a stop codon, functional SxI protein is produced only from the female-specific Sxl
mRNA (Fig. 2). In the next step of this cascade, the SxI protein inhibits the use of the upstream 3’
splice site of exon 2 of the tra pre-mRNA, which in turn activates splicing at a weaker downstream
3’ splice site. Specifically, Sx] has been shown to bind to the stronger polypyrimidine tract of the
upstream 3’ splice site and thereby to inhibit the binding of U2AF (20). This results in U2AF binding
to the downstream site, for which it has a lower affinity. The resulting exclusion of exon 2, which
also contains a stop codon, leads to the production of functional #ra protein in females. In the last
step, the tra protein, in conjunction with tra-2, directly activates use of the weak 3’ splice site of exon
4 of the doublesex pre-mRNA. Tra and Tra-2, both of which contain RS domains, interact with a
purine-rich splicing enhancer present in exon 4 and recruit SR proteins, as well as U2AF, to the
upstream 3’ splice site (reviewed in Ref. 6). As a result, exon 4 is included in female-specific dsx
mRNA, and polyadenylation occurs at the end of this exon. The resulting female dsx protein
represses male differentiation, whereas the male protein represses female differentiation. Although in
this particular case much has been learned about the molecular mechanisms responsible for splice-
site selection, in most cases a clear understanding of the complex processes of alternative splicing
awaits further investigation.

Figure 2. Cascade of alternative splicing events in the sex determination pathway of Drosophila. For simplicity, only
those exons and introns involved in alternative splicing events are shown. In female flies, the sex lethal protein
regulates its own synthesis and that of the tra protein by blocking the use of the 3’ splice site of the third and second
exons of the sex-lethal and tra pre-mRNAs, respectively. Both of these exons contain a stop codon, as indicated. The
tra protein, together with tra-2, interacts with a splicing enhancer in the fourth exon of the double-sex pre-mRNA and
activates use of the upstream 3’ splice site. Exons are depicted as numbered boxes, and introns are depicted as solid
lines. Dashed lines above the introns represent splicing events in females, and those below indicate splicing events in
males. The sex-lethal (sxl), transformer (tra), and tra-2 proteins are indicated by circles. Polyadenylation is indicated
by p(A). (Adapted from Ref. 21).
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Alu Sequences

The genomes of almost all higher eukaryotes contain highly repetitive DNA sequences that are not
clustered together. They are distributed throughout the genome, interspersed with longer stretches of
DNA with unique (or moderately repetitive) sequences. In the human genome, the majority of such
sequences belong to a single family of Sines called the Alu family . Each sequence is about 300 base
pairs long. Although the many copies present are recognizably related, they are not precisely
conserved in sequence. Their name derives from the fact that most contain a single site of cleavage
for the restriction enzyme Alul near their middle. More than 500,000 Alu sequences are present in
the human genome, accounting for 3 to 6% of the total DNA. Any particular segment of DNA of
5000 bp or longer has a high probability of containing at least one Alu sequence. Most Alu
sequences are flanked by tandem direct repeats of DNA and move like transposable elements
creating target-site duplications when they insert.

On average Alu DNA sequences contain about 80% identity between members of the family, but
certain internal regions are more conserved: an internal 40-bp region and two sets of sequences, one
near the 5’ end and another one farther down in the transcriptional direction, that are homologous to
sequences found in the promoter for RNA polymerase III.

One end of the Alu DNA segment is defined precisely by comparing several Alu sequences. The
other end occurs at, or is adjacent to, a run of A bases of variable length that may or may not be
interrupted occasionally by other bases. The internal structure of an Alu sequence is dimeric and may
consist of an ancestral duplication of a segment of approximately 150 bp. In some rodents, a major
SINE is 130 bp long and has sequence similarities with half of the primate Alu sequences. As in Alu,
it is bound on one side by a poly(dA) sequence.

1. Origin

The Alu sequence derives from an internally deleted host cell 7SL RNA gene that encodes the RNA
component of the signal-recognition particle (SRP) that functions in protein biosynthesis (1, 2).
Consequently, an Alu sequence can be considered to be a transposable element or an unusually
mobile pseudogene. Alu sequences are transcribed from the 7SL RNA promoter, a polymerase I11
promoter internal to the transcript, so that it carries the information necessary for its own
transcription wherever it moves. However, it needs to borrow a reverse transcriptase to transpose.

2. Evolution



The Alu sequences may be grouped into discrete subfamilies on the basis of their sequences. Distinct
families have amplified within the human genome in recent evolutionary history (3). The Human
Specific or Predicted Variant subfamily, one of the most recently formed group of Alu sequences,
amplified to 500 copies within the human genome sometime after the human/great ape divergence,
which is thought to have occurred 4 to 6 million years ago. Comparisons of the sequence and
locations of the Alu sequences in different mammals suggest that they have multiplied only recently.

Polymorphism of the Alu family member differs from other types of polymorphism, such as
Variable Number of Tandem Repeat (VNTR, or minisatellite DNA) or Restriction Fragment Length
Polymorphism (RFLP), because individuals share Alu insertions based upon identity by descent
from a common ancestor as a result of a single event that occurred one time within the human
population (4). In contrast the VNTR and RFLP polymorphisms have arisen multiple times within a
population. Alu sequences represent a unique source of human genetic variation and a molecular
fossil record of genomic evolutionary history. These sequences are natural landmarks for physical

gene mapping and for reconstructing the evolutionary history/expansion of tandemly arrayed gene
families (4).

3. Possible Functions

The physiological role of Alu elements is unknown, although it has been proposed that they are
involved in DNA replication, regulation of transcription, and transport of signal recognition particle
RNA to the nucleus. For example, Alu RNA and proteins that bind to Alu elements have been
identified in human cells. In particular, it has been demonstrated that some Alu sequences in human
gene regions have been altered in sequence so that they are now important in controlling and
enhancing transcription (5). The consensus sequence of one of the major Alu families contains a
functional retinoic acid binding element (see Response Element). The random insertion throughout
the primate genome of thousands of Alu repeats containing a retinoic acid response element might
have altered the expression of numerous genes, thereby contributing to evolutionary potential (6).
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Amber Mutation

An amber mutation is a nonsense mutation that changes a sense codon (one specifying an amino
acid) into the translational stop codon UAG, causing premature termination of the polypeptide chain




during translation. The mutation, the codon, and the mutant are all called amber. Amber mutations
arise by single base changes in the codons for eight amino acids (and in the UAA stop codon,
although this is not a nonsense mutation). Mutations in the anticodons of the transfer RNAs that read
those eight codons, in principle, could give rise to amber suppressors, but suppressors are recovered
only if another tRNA exists that reads the codon. In Escherichia coli, five amber suppressors that
arise by a single base change have been identified. In addition, amber mutations are suppressed by
ochre suppressors because of wobble pairing in the third position (5") of the anticodon. Amber
mutations in E. coli and its bacteriophages are easily identified by their pattern of suppression by
known suppressors. In bacteria, amber suppressors have relatively mild effects. Many laboratory
strains and even natural isolates of E. coli carry amber suppressors. This might be surprising,
because amber suppressors are expected to prevent the proper termination of many proteins, but
amber codons are used relatively infrequently in E. coli and related bacteria.

The name amber was originally given to mutants of bacteriophage T4 that grow on E. coli strain K12
(1) but not on E. coli strain B (1). It turned out that the K12 strain used has an amber suppressor,
whereas the B strain does not. The word amber was inspired by Harris Bernstein who participated in
the original experiment (Bernstein means amber in German), although published versions of the
story disagree on whether the mutants were named after Harris Bernstein himself or his mother (2,
3). It also could be significant that at nearly the same time that amber mutants were being
discovered, Seymour Benzer was also analyzing nonsense mutations in the 7// genes of phage T4 and
calling them “ambivalent” (4).
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Amber Suppressor

Amber suppressors are mutant tRNAs that translate the UAG (amber) termination codon as a sense
codon. Amber mutations cause protein synthesis to terminate prematurely, resulting in inactive,
truncated polypeptides. Amber suppressors allow for protein synthesis beyond the translational block
resulting in active protein. Hence the term “suppressor;” these mutant tRNAs “suppress” the
phenotypes of amber mutations. These suppressors have been extensively used in prokaryotic
genetic studies, and in studies of the translational apparatus and mechanisms. For complete
discussions of these and other suppressors, see Nonsense Suppression, Suppressor tRNA, and
Genetic Suppression.

Ames Test



The Salmonella/mammalian microsome test for mutagens was originally developed in the laboratory
of Bruce Ames (1) and has become sufficiently used and well-recognized to be familiarly described
by his name. The assay utilizes several specially constructed strains of Salmonella typhimurium that
normally require histidine for growth and can be reverted to prototrophy by a wide range of
different mutagens. The assay requires that test chemicals and bacteria be plated onto a minimal agar
petri dish, incorporating trace amounts of histidine and biotin, which are required for growth, to
allow all the bacteria to grow through a small number of generations. In the absence of mutagen, a
small number of colonies will grow on these plates, whereas mutagenic chemicals may increase this
number very considerably. Mutations are scored as the number of revertant colonies per dish, usually
as a function of applied dose. The test protocol incorporates homogenates of (usually) rat liver
directly into the petri dish, thereby permitting mammalian metabolism of many compounds that
require activation before they will interact with cellular DNA.

The DNA sequence around the original mutation has been determined in those strains most
commonly used for mutagenicity testing (Table 1). The bacteria have been made more sensitive to
mutagens by the introduction of several additional characteristics. Many of the strains carry a
deletion in the uvrB gene and are defective in the ability for DNA repair. The bacterial cell wall has
increased permeability to bulky chemicals because of the fa mutation, and certain introduced
plasmids may increase the sensitivity of the bacteria to mutation by some types of chemicals. The
Ames test was originally developed as a screen for chemical carcinogens (1), but this has only
proved appropriate to certain chemical classes (eg, Ref. 2). Nevertheless, because of the enormous
number of chemicals tested in this assay, it must still occupy a premier position in testing for
mutagenic properties of chemicals.

Table 1. Genotype and Reversion Characteristics of Some Salmonella typhimurium Strains
Commonly Used for Mutagenicity Testing

Additional Mutations

Histidine Strain
Mutation Number Permeability Repair RFactor =~ Nature of Mutation

hisC3076 TA1537 rfa DuvrB - WT sequence Frameshifts
unknown.

Mutant
thought to be
+1 near CCC
hisD3052 TA1538 rfa DuvrB - WT:GAC-  Frameshifts

ACC-GCC-
CGG-CAGY4

TA98 pKM101 Mutant:GAC-
ACC-GCC-
GGC-AGGY4

HisD6610 TA97 rfa DuvrB PKM101 WT:GTC-  Frameshifts
ACC-CCT-
GAA-GAG-

A*TC-GCC
Mutant:GTC-



ACA-CCC-

CCC-TGA
(opal)
hisG46  TA1535 rfa DuvrB - WT:....... - Some base-
CTC-% pair
substitution
events
TA100 pKM101 Mutant:%s-  Extragenic
CCC-Ya suppressors
HisG428 TA102 rfa PAQ1 WT:CAG-  Transitions

AGC-AAG- and
CAA-GAGY: transversions
TA104 Mutant:CAG- Extragenic
AGC-AAG- suppressors
TAA (ochre)
Small

deletions (—
3,-6)
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Amidination

Amidination takes place when an amino group is treated with an imide ester.

The reaction proceeds with reasonable yield when conducted under alkaline conditions (pH around
10). Side reactions, such as cross-linking take place at lower pH. Both a- and € -amino groups can be
amidinated, and the basicity of the modified residue increases. The amidinyl groups incorporated are
stable in acidic media. The role of amino groups in protein function can be investigated by

amidination. Proteins can be readily radiolabeled by amidinating with 13C- or *H-labeled imide
ester. Amidination of the €-amino group on lysine residues is particularly useful in peptide mapping
and in determining the primary structure of a protein (see Protein Sequencing). The proteolytic
enzyme trypsin does not cleave at the modified lysine residues, thereby limiting cleavage to arginine
residues. Moreover, amidinyl groups are removed by aminolysis, and the resulting deprotected
peptides are cleaved further with trypsin.

1. Acetamidination of Proteins

After reduction and alkylation of the protein (100—700 nmol), it is dissolved in a few mL of 0.2 M
triethylamine-HCI buffer, pH 10.3, containing 5.0 M guanidinium chloride (GdmCl) (1). Ethyl (or
methyl) acetamide hydrochloride is dissolved in an equivalent amount of NaOH solution to maintain



a final acetamide concentration of 0.1 to 0.15 M (100-fold molar excess of acetamide over amino
groups). The reaction mixture is incubated for 1 hr at 25°C, dialyzed against 0.05 M NH,HCO,

containing 2.5 M GdmCl, and then against 0.05 M NH,HCO;. The protein is finally lyophilized.

2. Deamidination by Methylaminolysis

Acetamidinated protein or peptide (2.7 mg) is dissolved in 1.6 mL of 6 to 9 M urea. Then 0.9 mL of
methylamine-formic acid buffer (9.6 M methylamine adjusted with HCOOH to pH 11.5) is added,
and the reaction mixture is held for 4 h at 25°C. The final concentration of methylamine is 3.5 M.
The reaction mixture is exhaustively dialyzed against deionized water at 4°C or, for peptides,
isolated by gel filtration on Sephadex G-10, equilibrated and eluted with 0.1 M NH,HCO;.
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Amino Acid Analysis

The amino acid compositions of proteins are routinely determined by completely hydrolyzing the
peptide bonds of the polypeptide chain, and then determining quantitatively the constituent amino
acids that were released.

1. Peptide Bond Hydrolysis

The traditional method of hydrolyzing polypeptide chains has been to incubate them anaerobically in
6 M HCI at approximately 110°C for 24-72 h (1). More modern methods use other acids, higher
temperatures, and shorter periods of time. Most peptide bonds hydrolyze at similar rates, but those
between the large nonpolar amino acid residues, particularly Val, Leu, and Ile, are hydrolyzed more
slowly and require longer hydrolysis times or the addition of organic acids such as trifluoroacetic
acid. Hydrolysis is presumably hindered sterically by the bulky side chains.

Any chemical procedure that hydrolyzes the peptide bonds of the backbone will also hydrolyze the
chemically similar amide side chains of Asn and Gln residues, to produce the amino acids aspartic
acid and glutamic acid, respectively. It is feasible to measure the total number of Asn and Gln
residues by measuring the amount of ammonia released during the hydrolysis, but otherwise it is not
possible to distinguish between Asp and Asn and between Glu and Gln after hydrolysis of the
polypeptide chain. In this case, it is common practice to designate such uncertain residues by the
three-letter abbreviations Asx and Glx, and by the one-letter abbreviations B and Z, respectively.

Trp residues are usually destroyed completely by acid hydrolysis, probably as a result of reaction
with chlorine produced by oxidation of the HCI. They can be protected by the addition of thiol or
sulfonic acid compounds or of phenol to scavenge the chlorine (2). Tyr residues are also susceptible
to chlorination, but they are usually lost only partially. The thiol groups of Cys residues are oxidized
and the amino acid partially destroyed by acid hydrolysis; this residue is best analyzed after
performic acid oxidation of the protein to convert all the Cys residues to cysteic acid.

Some of the problems with acid hydrolysis can be overcome by using other procedures, such as



hydrolysis by alkali or by proteinases. Other amino acids, notably Ser and Thr, are destroyed by
alkaline hydrolysis, however, and total proteinase digestion to amino acids is not straightforward.
Consequently, acid hydrolysis remains in common use.

2. Quantifying the Amino Acids

The identities and quantities of the various amino acids present in a protein hydrolyzates are
normally determined by automated amino acid analyzers. The amino acids are separated
chromatographically and quantified as they emerge from the column. Traditional methods used ion-
exchange chromatography of the free amino acids, followed by detection with ninhydrin or
fluorescent reagents such as fluorescamine. Proline does not react in the usual manner with such
reagents, due to absence of an amino group, so special procedures are required to measure it. More
rapid and sensitive methods now predominate, in which the amino acids are reacted with suitable
reagents prior to the chromatographic separation, rather than after. The favored method at present is
to react the amino acids with phenylisothiocyate (see Edman Degradation) and then to separate the
colored derivatives by reverse-phase chromatography. With this procedure, a complete quantitative
amino acid analysis can be carried out in just a few minutes with only picomole quantities of amino
acids (3).

The relative numbers of aromatic residues (Phe, Tyr, and Trp) in intact proteins and peptides can
usually be determined from the UV absorbance spectrum under conditions in which the polypeptide
chain is fully unfolded so that its spectrum is the sum of its constituent residues (4).

Amino acid analysis does not give directly the number of residues of each amino acid per
polypeptide chain. The most accurate result is the molar ratios of the various amino acids. The true
molecular weight of the polypeptide chain, in the absence of any non-amino acid moieties, must be
known for the amino acid analysis results to be converted to the number of residues of each amino
acid per chain. Only with very accurate results, or with very small proteins, are such values usually
close to the actual integer values. An alternative procedure is to use progressive chemical
modification of one type of amino acid side chain for counting residues.
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Amino Acids

Twenty amino acids are the building blocks of proteins. They are linked together in a linear
polypeptide chain by forming peptide bonds between them, in an order ordained by the nucleotide
sequence of the corresponding gene for the protein, translated from the corresponding messenger
RNA.

Nineteen of the amino acids have the general structure



I
HoN—CH—COsH
and differ only in the chemical structures of the side chain R. The amino group and the carboxyl
group give this class of compounds its name. At physiological pH values, both groups are ionized,
and the zwitterion is the common form of the amino acid. The exceptional amino acid, proline,

differs in that its side chain is bonded to the nitrogen atom of the amino group, which is then a
secondary amine, and proline is an imino acid:

H,
C
HyC” “CH,

HN—CH—COsH

The central a-carbon atom is asymmetric in 19 of the amino acids and is always the L isomer:

(R)

O
N\

The exception is glycine, in which the side chain is simply another hydrogen atom, so the C? atom is
no longer asymmetric.

The structures of the side chains of the 20 normal amino acids used in protein biosynthesis are
described in Figure 1, and their properties are described in individual entries. The central,
asymmetric carbon atom is designated as a, and the atoms of the side chains are commonly

designated b, g, d, #and z in order away from the C* atom. Chemical groups are, however, usually
designated by the carbon atom to which they are bonded; hence, the Nz atom of a lysine residue is
part of the #-amino group. A 21st amino acid that is used in protein biosynthesis in only a few
instances is selenocysteine. Many variations of these 21 amino acids can be found in proteins as a
result of post-translational modifications after synthesis of the polypeptide chain.

Figure 1. The side chains of the 20 amino acids that occur naturally in proteins. Small unlabeled spheres are hydrogen at
labeled. Double bonds are black, and partial double bonds are shaded. In the case of proline, the bonds of the polypeptid:
included and are black. The three- and one-letter abbreviations commonly used appear below the name of the amino acic
and threonine have asymmetric centers in their side chains, and only the isomer illustrated is used biologically.
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Linking the amino acids into a polypeptide chain involves the condensation of the a-carboxyl group
of one with the a-amino group of the next, with the elimination of one water molecule. The
remaining amino acid within the polypeptide chain is then known as a residue. Each type of residue
is frequently designated with either three- or one-letter abbreviations, which are given in Figure 1.
The three-letter abbreviations are obvious, but the one-letter are preferred with long sequences, as
they save space and are less likely to be confused; for example, Gln, Glu, and Gly can easily be
confused, but not Q, E, and G. The sequences of amino acids in proteins are usually written with
either abbreviation, starting at the left with the N-terminal residue, with the free a-amino group,
which is considered the first residue of the polypeptide chain. Amino acid residues in polypeptide
chains are properly referred to by changing the ending of their amino acid names, adding or
replacing the frequent “-ine” ending with “-yl” (eg, glycyl or alanyl residues), but the amino acid
names are commonly used for the residues also. This complication can be minimized by using the
one- or three-letter abbreviations. Note that these abbreviations should be used for residues in
proteins only, not for the free amino acids.

Depending on the organism and its circumstances, the amino acids are derived from breaking down
proteins ingested in feeding and recycling them, and also in some cases by synthesis de novo. In the
well-known case of humans, the following amino acids cannot be synthesized and must be obtained
from the diet: histidine, isoleucine, leucine, lysine, threonine, tryptophan, and valine. Arginine is
synthesized, but not at a rate sufficient during growth. Methionine is required in large amounts to
produce cysteine if that amino acid is not supplied adequately; similarly, phenylalanine is required in
the absence of tyrosine.

Suggestions for Further Reading

E.J. Cohn and J. T. Edsall (1943) Proteins, Amino Acids and Peptides, Van Nostrand-Reinhold,
Princeton, NJ.

R. E. Marsh and J. Donohue (1967) Crystal structures of amino acids and peptides, Adv. Protein
Chem. 22, 235-256.

Amino Groups

Amino groups are widely distributed in biological substances such as proteins, polynucleotides,
polysaccharides, and lipids. They play important roles in electrostatic interactions because of their
nucleophilicity and positive charge. The amino groups in the nucleotides of nucleic acids are
involved in pairing bases. Modification of these groups causes serious errors in nucleic acid
replication, translation, and gene expression. Amino groups in proteins are important for
maintaining their structure and solubility and, sometimes, for manifestating their biological function.
In particular, an amino group plays a pivotal role in the enzymes that utilize pyridoxal phosphate
derivatives as coenzymes.

There are two kinds of amino groups in proteins. One is the N-terminal a-amino group, that has a
pK, of 6 to 8, and the other is the €-amino group of lysine residues that have pK, values generally

between 8 and 10.5. The N-terminal amino group is very important for elucidating the primary
structure of a protein because a free N-terminal amino group is indispensable for Edman



Degradation. N-terminal amino groups in proteins are often protected by acylation as a
posttranslational modification. Attaching ubiquitin molecules to the amino groups of proteins
induces their degradation . Amino groups are reactive nucleophiles and are widely utilized to
immobilize proteins on solid supports for affinity chromatography.

1. Chemical Modification of Amino Groups in Proteins

Many modification methods for amino groups have been invented based on their excellent
nucleophilicities (1). An amino group is a strong nucleophile only in its nonprotonated form, so it is
most reactive at high pH. Because of the differences in pK, values between a- and & -amino groups,

the former may be selectively modified by controlling the pH of the reaction medium. Because many
amino groups are exposed and not involved in the protein function, modification of amino groups is
suitable for introducing reporter groups, such as chromophores, into proteins and for radiolabeling
them. The number of amino groups present and subsequently the extent of their modification with
some modifying reagents, is determined by trinitrophenylation with 2,4,6-trinitrobenzene sulfonic
acid. The integral number of amino groups present in a protein can be counted. Representative
modification methods for amino groups are shown in Table 1.

Table 1. Chemical Modification of Amino Groups of Proteins

Reaction Reagent pH
Acylation Acetic anhydride 5.5-8
Acetylimidazole >5
N-Acetylsuccinimide >4
Citraconic anhydride 8.2
N-Hydroxysuccinimide acetate 6.9-8.5
Maleic anhydride 6-10
Succinic anhydride 7-10
Alkylation and arylation 1-Fluoro-2,4-dinitrobenzene 7-11
Iodoacetic acid 7.5-9
2,4,6-Trinitrobenzene sulfonic acid 9.5
Amidination Methyl acetamidate 7-10.5
Carbamylation Potassium cyanate >7
Guanidination 1-Guanyl-3,5-dimethylpyrazole nitrate 9.5
O-Methylisourea 10-11

Reductive alkylation = Formaldehyde + sodium borohydride 8-10
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Aminoacyl tRNA Synthetases

The aminoacyl tRNA synthetases catalyze reactions that establish the rules of the genetic code. For
this reason, there is great interest in these enzymes and their evolutionary development, which is
thought to be closely connected to the establishment of the code. Research on the synthetases has led
to the concept of an operational RNA code for amino acids that is imbedded in the acceptor stems of
transfer RNA (tRNA) (1). The operational RNA code may have played an important role in the
assembly of the genetic code and in the overall design of tRNA synthetases.

In the flow of genetic information, messenger RNA (mRNA) is transcribed from DNA, and the
mRNA, in turn, is the template for protein synthesis (Fig. 1). The triplet codons of mRNA interact
with the anticodons of tRNA through complementary base pairing. Amino acids joined to tRNA
are incorporated into the growing polypeptide chain. The algorithm of the genetic code relates each
amino acid to a specific trinucleotide codon. The triplet associated with a particular amino acid is
determined in the aminoacylation reaction, where a given amino acid is linked to a tRNA bearing the
anticodon trinucleotide that corresponds to that amino acid. These aminoacylation reactions are
catalyzed by aminoacyl tRNA synthetases.

Figure 1. Flow of genetic information. Messenger RNA is synthesized from DNA. The mRNA has a string of
trinucleotide codons that are translated into a polypeptide whose amino acid sequence is determined by the codons,
according to the rules of the genetic code. The amino acid that is inserted into the polypeptide is determined by the
codon—anticodon interaction with the tRNA that bears the amino acid corresponding to the particular anticodon.
Therefore, the genetic code is determined by the linking of a particular amino acid with a particular anticodon triplet
within a tRNA. The joining of amino acids to tRNA is catalyzed by aminoacyl tRNA synthetases. Thus, the genetic
code is determined at the biochemical level in the aminoacylation reaction. (This figure was provided by Arturo
Morales.)
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1. Aminoacylation Reaction and the Genetic Code
For most tRNA synthetases, aminoacylation is carried out in a two-step reaction:
E+ AA+ATP ¢+ E(AA-AMP) + PP (1)
E{AA-AMP) +tRNA < AA-tRNA + AMP+E (2)

In the first reaction, the enzyme, E, uses ATP to activate an amino acid, AA, to yield the firmly
bound aminoacyladenylate (AA-AMP). In the second step, the activated amino acid is transferred to
the 3'-end of the tRNA, where it is connected by an ester linkage to the 2'- or 3’-hydroxyl group
(after initial attachment, the amino acid can migrate back and forth between the 2’ and the 3’
positions). While most synthetases can carry out amino acid activation in the absence of tRNA, there
are a few exceptions (such as glutaminyl-, glutamyl-, and argininyl-tRNA synthetases) that require
the presence of the cognate tRNA for amino acid activation.

Because each of the 20 natural amino acids used in protein synthesis has a corresponding, or
cognate, aminoacyl tRNA synthetase, there are 20 of these enzymes in each cellular compartment
where proteins are synthesized. Each of them must distinguish its amino acid from all others and, at
the same time, recognize the cognate tRNA that bears the anticodon corresponding to that amino
acid. In prokaryotes and in the cytoplasm of eukaryotes, there is typically one tRNA synthetase for
each amino acid (eukaryotic mitochondria have an additional set of synthetases that are essential for
mitochondrial protein synthesis). However, the degeneracy of the genetic code means that there are
61 trinucleotides coding for the 20 amino acids. Reading these 61 triplets requires more than just 20
tRNAs. As a consequence, there are multiple tRNA isoacceptors for many of the synthetases. The



synthetases for a particular amino acid must, therefore, recognize and aminoacylate all tRNA
isoacceptors for that amino acid. This consideration in itself has important implications.

For example, the codons for serine are sixfold degenerate. In order to read these six codons, the
serine tRNA isoacceptors must collectively permute all three anticodon nucleotides. Thus, for a

single seryl-tRNA synthetase to aminoacylate all these tRNASer isoacceptors, the anticodon is not
suitable for discrimination. Direct experiments in vitro and the X-ray crystallography structure of the

seryl-tRNA synthetase-tRNASer complex have demonstrated that, in fact, seryl-tRNA synthetase
does not contact the anticodon trinucleotide (2). This observation, and others described below,
showed that, for at least some amino acids, the relationship between an amino acid and the triplet of
the genetic code is not direct.

2. Classes of Aminoacyl tRNA Synthetases

The synthetases are heterogeneous in quaternary structures and subunit sizes, and this heterogeneity
obscured more fundamental relationships between these enzymes. For example, in Escherichia coli,
the quaternary structures of synthetases include a, a,, a,, and a,b, (3). Subunit sizes vary from 303

to 951 amino acid residues (4). The 20 aminoacyl tRNA synthetases are now known to be divided
into two classes of 10 enzymes each (Table 1) (8, 9). These classes are based on conserved sequence
motifs and the structural architecture of the catalytic domains (8, 9). The classification is also based
on the fact that the site of initial amino acid attachment on the tRNA differs between the two classes
(8). The classes appear to be fixed in evolution, because there is no example of an enzyme switching
classes depending on the organism to which it belongs. Thus, the two classes may have developed
early in evolution.

Table 1. Classes of Aminoacyl tRNA Synthetases

Class I Class 11

Arginine  Alanine
Cysteine  Asparagine?
Glutamic  Aspartate
Glutaminel Glycine
Isoleucine Histidine
Leucine  Lysine
Methionine Phenylalanine
Tryptophan Proline
Tyrosine  Serine

Valine Threonine

Gram-positive bacteria, plant chloroplasts, and animal mitochondria have been shown to have less
than 20 tRNA synthetases. Instead, glutamyl-tRNA synthetase catalyzes attachment of glutamic acid

to both tRNAS! and tRNASI and, similarly, aspartyl-tRNA synthetases catalyzes attachment of
aspartate to both tRNASP and tRNAAS". An amidotransferase then catalyzes the amidation of Glu-
tRNAC {0 give GIn-tRNAS™, and, likewise, amidation of Asp-tRNAS? gives Asn-tRNAASY (5-7).

2.1.Class |



These enzymes are usually monomers and are characterized by an architecture that is similar to that

seen in dehydrogenases and other nucleotide-binding proteins. This structural motif is a Rossmann
nucleotide-binding fold, which consists of alternating b-strands and a-helices (Fig. 2) (10-12). In the
case of class I tRNA synthetases, the fold is divided into two b,a, halves to give an overall ba,

structure. In this structure, the b-strands are arranged in parallel. A polypeptide of variable length,
designated as connective polypeptide 1 (CP1), links together the two halves of the active site (13). In
some class I enzymes, this insertion plays a role in translational editing. It also contains some of the
residues for binding the synthetase to the tRNA acceptor helix (14).

Figure 2. Design of a class I tRNA synthetase. The nucleotide-binding fold of class I tRNA synthetases consists of alterr
(cylinders) that form a bga, structure. A two-dimensional spatial arrangement of these elements is shown at the top, and :

below. A second domain of variable size occurs after the nucleotide-binding fold. The fold is split into two b,a, halves b

polypeptide 1 (CPI). A second, smaller insertion (CP2) splits the second half of the fold. Two sequence elements were us
enzymes. These are known as the /2-residue signature sequence, which ends in the HIGH tetrapeptides (10, 11) and as t
locations in the schematic structure are shown near the label signature sequence and KMSKS. By way of example, an ali
sequences of the 10 class I E. coli enzymes is shown beneath the schematic figures. Similar alignments can be made for «
throughout evolution. (This figure was provided by Arturo Morales.)

CP2
Signature sequence \\ KMSKS

t Signature sequence L KMSKS Regi

MetRS PY ANG-51 HL GH MetRS K M
lleRS PY ANG-SI| HI GH lleRS K M !
LeuRS FY PS5 G- KL HMGH LeuRS K M
ValRs P NY TG -5L HMGH ValRs KoM
CysRS T - VYD - LCHI GN CysRS K M !
ArgRs P NV A K - EMHY G H ArgRS K P |
GInRS PEPNGS-YLHI GH GInRS V M ¢
GIuRS P STPG-YLHV GG GIuRS K L ¢
TrpRS A QPSG-ELTI GN TrpRS3 K M ¢
TyrRS FDPTADSLMHI GH TyrRS K F (



The nucleotide-binding fold contains the site for adenylate synthesis. This catalytic domain may be
identified by two characteristic sequence motifs, without any knowledge of three-dimensional
structure. One motif is the 11—amino acid element known as the signature sequence, which ends in
the sequence—His—Ile—Gly—His, or HIGH in one-letter code (10, 11). This element is located in the
first half of the nucleotide-binding fold at the end of the first b-strand and the beginning of the first
a-helix. It was designated as a signature sequence because it served as a clear signature for a
subgroup of related synthetases, before many crystal structures were determined. The second
element is the KMSKS motif, located in the second half of the nucleotide-binding fold (15). These
elements are critical parts of the active site.

2.2. Class II
The class II enzymes are mostly a, dimers. The active sites of class Il enzymes have a completely

different architecture that harbors three characteristic sequence motifs. The structure consists of a
seven-stranded antiparallel b-sheet with three a-helices (9, 16-18) (Fig. 3) (8, 9, 19). The three
characteristic sequence motifs are known as motifs 1, 2, and 3. The sequences of these motifs are
highly degenerate (8, 9). They consist of a helix—loop—strand, strand—loop—strand, and strand-helix,
respectively. All three of these motifs form part of the active site.

Figure 3. Design of a class II tRNA synthetase. The seven-stranded b-sheet with three a-helices is shown. The variable-s
line that may occur on either the N- or the C-terminal side of the class-defining domain. Three characteristic sequence m
and are distinguished in this illustration by their different shadings. These motifs are highly degenerate in sequence and ¢
strand—loop—strand (motif 2), and strand—helix. The locations of these motifs in the class-defining domain are shown. Ar
motifs for E. coli tRNA synthetases is also shown (8, 19). Note the high degeneracy of these sequence motifs, especially
sequence elements in class I enzymes (Fig. 2). (This figure was provided by Dr. Arturo Morales.)
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2.3. Amino Acid Attachment

The site of initial amino acid attachment for class I enzymes is the 2'-hydroxyl, whereas the 3'-
hydroxyl is used by class II enzymes (20). This distinction is now understood to result from a
difference in the ways that the two enzymes approach the end of the tRNA. In particular, class I
enzymes approach the end of the tRNA acceptor helix from the minor groove side, while class 11
enzymes approach from the major groove side (21).

3. Overall Structural Design and the Synthetase-tRNA Complex

The class-defining active-site domain is only a part of the tRNA synthetase structure. Inserted into
the active-site domain are sequence motifs that enable the tRNA acceptor helix to bind with its 3'-
end near the aminoacyl adenylate. These insertions are typically idiosyncratic to the synthetase. Two
examples are the CP1 insertions of class I enzymes and the variable loops of motif 2 of class II
enzymes, both of which have a role in docking the acceptor helices to the enzymes. However, in
addition to insertions into the active-site domain, all synthetases have a second major domain. This
domain, also typically idiosyncratic to the enzyme, provides for contacts with parts of the tRNA that



are distal to the amino acid attachment site. For many (but not all) synthetases, this includes contacts
with the anticodon. For the class I methionyl- and glutaminyl-tRNA synthetases, this second,
anticodon-binding, domain is largely a-helical and largely b-structure, respectively (22, 23). This
difference demonstrates that, even for enzymes in the same class, their second domains are
completely unrelated. In the case of the class II seryl-tRNA synthetase, an unusual coiled-coil
protrudes from the N-terminus of the enzyme. This structure, which is not found in many other class

II enzymes, provides for contacts with the variable loop of tRNASer (2, 24).

The tRNA molecule also comprises two major domains, which consist of the four arms of the
cloverleaf secondary structure (Fig. 4). One domain is the acceptor-TyC minihelix, where the amino
acid acceptor end and the TyC stem stack together to make a helix of 12 base pairs. The second
domain is formed by stacking of the dihydrouridine stem with the anticodon stem. The result is an L-
shaped three-dimensional structure where the amino acid acceptor end and the anticodon-containing
template-reading-head are segregated into separate structural units (see Transfer RNA).

Figure 4. Examples of crystal structures of class I and class II tRNA synthetases. Regardless of the class to which an en:
assigned, its structure can be approximated as comprising two major domains. One is the class-defining active site doma
which is shared by all members of the same class. This domain (gray) is thought to be the historical tRNA synthetase. Tt
second domain (dark gray) is typically idiosyncratic to the synthetase and is not shared by all members of the same class
domain was probably added later to the synthetase structure. In these illustrations, the domains have been defined by the
obvious visual divisions in the structures and, for that reason, the catalytic domain may extend somewhat beyond the reg
contains the class-defining motifs. Some of these enzymes are homodimers; in all cases, only a single subunit is shown. -
case of the tyrosyl tRNA synthetase, TyrRS, the structure of the second domain is not complete and therefore is truncate:

structural representation. Not shown is PheRS (25), which has an a,b, quaternary structure. These structures were detern

for GInRS (14), GluRS (26), MetRS (23), TyrRS (27), TrpRS (28), AspRS (16), LysRS (29), GlyRS (30), HisRS (31), ai
SerRS (9). (This figure was provided by Arturo Morales.)
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The two major domains of the synthetase make contact with the two domains of the L-shaped tRNA
molecule (Fig. 5). The catalytic domain, with insertions containing RNA-binding determinants,
interacts with the acceptor-TyC minihelix. The second major domain interacts with the second
domain of the tRNA, where interactions may extend as far as the anticodon trinucleotide or may

involve contacts with special structures, such as the large variable loop of tRNAS" The details of
the interactions between tRNA and synthetase are described in RNA-binding proteins.

Figure 5. Two major domains of a synthetase interacting with two domains of a tRNA. (a) Schematic representation of 't
domains that segregate the amino acid attachment site into a 12-bp minihelix stem—loop and the anticodon triplet into a s
TyC loops are indicated as common landmarks found in most all tRNA. (Adapted from Ref. 32.) (b) Domains of a synth
of a tRNA. The second domain of the synthetase is shown with a dotted line to indicate that it varies in size and often ex
33.) (¢) Examples of synthetase-tRNA complexes, with the active-site class-defining domain interacting with the acceptc
second, idiosyncratic domain of the synthetase interacting with the second domain of the tRNA (5, 16). Separate shades

domains. In the case of aspartyl tRNA synthetase, the protein is a dimer. Binding of a single tRNA to the monomer is shi
domain interactions. The dimeric complex with two bound tRNA is also shown at the right. (This figure was provided by
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4. Operational RNA Code for Amino Acids

In addition to seryl-tRNA synthetase, alanyl-tRNA synthetase is an example of a synthetase that
makes no contact with the anticodon (34). Instead, an acceptor helix G3:U70 wobble base pair is a



major determinant of the identity of an alanine tRNA (35, 36). Alteration of this base pair to G:C,
A:U, I:U, or U:G abolishes aminoacylation with alanine (37-39). Transfer of this base pair into other,
nonalanine tRNA confers alanine acceptance on them. Thus, the G3:U70 pair marks a tRNA for
charging with alanine.

Because the G3:U70 base pair is located in the acceptor helix, further experiments tested whether the
12-bp acceptor-TyC minihelix by itself would be a substrate for aminoacylation (Fig. 6) (40-42). Not
only the minihelix, but also a 7-base-pair(bp) microhelix consisting of just the acceptor stem, is
efficiently charged with alanine, provided that it contains the G3:U70 base pair (40, 43). Transfer of
this base pair into other microhelices confers alanine acceptance on them. Thus, the charging
behavior of the mini- and microhelices reproduces that seen with the full tRNA.

Figure 6. Minihelix and microhelix substrates for aminoacylation. The minihelix is derived from the 12-bp acceptor-
TyC domain of the tRNA, while the microhelix is a hairpin helix whose base pairs consist of the 7-bp acceptor stem
portion (40). These substrates for aminoacylation are devoid of the anticodon trinucleotides of the genetic code. About
11 examples of aminoacylation of minihelix or microhelix structures have been demonstrated. These substrates have
been used to delineate the operational RNA code for amino acids (41). (Adapted from Ref. 42.)
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The charging of specific RNA helices has now been demonstrated with at least 11 different tRNA
synthetases, even for cases where the anticodon is known to play a significant role in the recognition
of the related tRNA (41, 44-47). In the case of histidine, for example, an extra nucleotide at the 5’
end of the acceptor helix is characteristic of and unique to histidine tRNA throughout evolution.
RNA microhelices that contain the extra base are charged with histidine (48). Thus, the 5'-appended
nucleotide marks a molecule for charging with histidine. The smallest substrates seen to be charged
with specific amino acids are stem—loop hairpins with as few as four base pairs stabilized by an RNA
tetraloop motif (Fig. 7) (49).

Figure 7. RNA tetraloop substrates for aminoacylation. The amino acid that can be charged onto the designated
structures is indicated (49). These short helices are stabilized by an RNA tetraloop motif that confers unusual stability
to short RNA helices. (Adapted from Ref. 49.)
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The charging of microhelix substrates is sometimes considerably less efficient than that for the
corresponding tRNA. In each case, however, charging is sequence-specific and depends on two to
four nucleotides near the amino acid attachment site. In a fine-structure mapping of the efficiently
charged alanine microhelix, a constellation of atoms was identified as critical for the aminoacylation
signal. Prominent among these atoms was the exocyclic 2-amino group of G of the G3:U70 base

pair. Also important were specific 2'-hydroxyl groups that fell within a 5-A (A = 10710 m) radius of
the critical 2-amino group (39).

These anticodon-independent aminoacylations of oligonucleotide substrates demonstrate that
specific RNA sequences and structures per se, rather than the trinucleotides of the genetic code,
correspond to specific amino acids. The relationship between these RNA sequences and structures
and particular amino acids constitutes an operational RNA code for amino acids that is distinct from,
but related to, the genetic code. This operational RNA code may have predated the genetic code (1).

5. Assembly of the Synthetase-tRNA Complex and Relationship of the Operational RNA Code to
the Genetic Code

Several considerations led to the proposal that the minihelix and anticodon-containing second
domain of tRNA had distinct origins (1, 50-52). The minihelix, with its amino acid attachment site,
is viewed as the historical, or earliest, part of the tRNA. Similarly, the class-defining catalytic
domain of tRNA synthetases is thought to be the historical enzyme, with the idiosyncratic second
domain added later. Experiments with alanyl-tRNA synthetase have demonstrated that a relatively
small piece of the enzyme (containing the active site) can by itself charge an RNA microhelix. This
result directly demonstrated a domain—domain interaction between discrete units of the tRNA and
the synthetase that may somewhat resemble an evolutionarily earlier system (33, 54).

Thus, the early synthetase may have consisted solely of a domain for adenylate synthesis. Insertions
into this domain allowed the docking of RNA substrates near the activated amino acid so that
aminoacylation could occur (Fig. 8). Addition of the second domain of the tRNA, with its anticodon-
containing template reading head, and of the second domain of the synthetases was a second, later
event. This event led to the joining of the operational RNA code to the genetic code. This scheme
also suggests that the relationship between a particular amino acid and the triplet of the code is
random, and simply depends on which anticodon-containing domain happened to be fused to the
minihelix domain of the tRNA.



Figure 8. Assembly of a tRNA synthetase in evolution. A primordial tRNA synthetase is envisioned as interacting
with a minihelix-like structure. As the tRNA structure developed, a template reading head (anticodon domain) was
added, along with the second domain for the synthetase. (Adapted from Ref. 1.)
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6. Conclusions

The tRNA synthetases may be among the earliest proteins, arising in evolution contemporaneously
with the development of the genetic code. The first synthetases may have been ribozymes that
catalyzed aminoacylation reactions with a specificity that depended on the sequences and structures
of the RNA substrates (54, 55). The proteins that replaced these ribozymes were probably small. As
a result, they could not extend much beyond the amino acid attachment site and, for that reason, gave
rise to a system of interactions that based specificity of aminoacylation on interactions near the end
of the acceptor helix. How these charged RNA substrates were used to synthesize specific proteins is
a question of great interest.
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Aminopeptidases

Enzymes that catalyze the hydrolytic cleavage of the peptide bond that connects the N-terminal
residue to the rest of a peptide, polypeptide, or protein are referred to as aminopeptidases (E.C.
3.4.11) (see Peptidases). The products of hydrolysis are, therefore, the released N-terminal amino
acid and the remainder of the peptide chain. The latter can, in turn, also be an aminopeptidase
substrate; hence these enzymes can release amino acids sequentially, ultimately resulting in complete
hydrolysis of the polypeptide (though in practice this is not always observed). The principal
determinant of specificity appears to be the free a-amino group of the N-terminal residue; hence
these enzymes can release most, though not all, of the known amino acids, albeit at different rates.
There are some aminopeptidases (eg, methionine aminopeptidase) that are quite limited in
specificity. Usually, aminopeptidases can also act on amino acid amides and esters, which provide
convenient substrates for routine assays. Some aminopeptidases sequentially remove dipeptides from
the N-terminus of substrates, and these are referred to as dipeptidyl-peptidases. Others remove
tripeptides and, hence, are tripeptidyl-peptidases.

Many aminopeptidases are zinc metalloenzymes, but some are serine proteinases or thiol proteases.
Of those that require zinc, some have an active site containing a single ion (see Thermolysin),
whereas others have a co-catalytic site that involves two closely spaced zinc ions.

Aminopeptidases are widely distributed in various tissues and cells. They can be monomeric (a
single polypeptide chain) or have up to 12 subunits. Many are integral components of cell
membranes, but they are also found in the cytosol. They have a broad range of biological functions,
including regulation of hormone concentration, control of the cell cycle, and recovery of amino acids



from dietary peptides and proteins (1). All proteins synthesized by eukaryotic cells begin at their N-
terminus with methionine, and its removal by methionine aminopeptidase is often crucial, not only
for biological function of the protein but even for cell survival. Aminopeptidases also play important
roles in the food industry—for example, ripening of cheese (2) and production of soy sauce (3).

Aminopeptidases are inhibited by the antitumor antibiotic bestatin [(25,3R)-3-amino-2-hydroxy-4-
phenylbutanol]-L-leucine, isolated from culture filtrates of Streptomyces olivoreticuli. It is a potent
inhibitor of bovine lens aminopeptidases, with a K; of 1.3 nM, and has numerous biological activities

when administered to laboratory animals.

Membrane-bound aminopeptidases have often been identified on the basis of some other property,
and then, once their amino acid sequence has been established, they are recognized to be
aminopeptidases. Thus, the B-lymphocyte differentiation factor BP-1/6C3, whose expression
correlates with proliferation and transformation of immature B cells (antibody-producing
lymphocytes), has been shown to be identical to glutamyl aminopeptidase, also known as
aminopeptidase A (4). Also the myeloid leukemia antigen CD-13 has been identified as
aminopeptidase N (5), and the amino acid sequence of leukotriene A4 hydrolase revealed an
aminopeptidase-like structure that led to the recognition of its aminopeptidase activity (6).
Aminopeptidase N has also been shown to have a function unrelated to its enzymatic activity; that is,
it serves as a cell-surface receptor for certain coronaviruses that cause upper respiratory infections

D).

The amino acid sequence and three-dimensional structure of leucine aminopeptidase from bovine
lens have been determined (8). This is a broad-specificity cytosolic enzyme found in tissues of all
organisms. It has a high degree of sequence similarity to several other aminopeptidases, which
suggests that they all share similar structures and catalytic mechanisms.
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2-Aminopurine (AP)



AP is a base analogue that is a mutagen in a wide range of systems and species (1, 2) (Fig. 1). Freese
(3, 4) originally described A.T — G.C and G.C — A.T transition mutations following AP treatment
of bacteria and bacteriophage. The results were interpreted as resulting from tautomeric shifts and
changes in base pairing behavior following the incorporation of AP into DNA. AP is readily
metabolised to form deoxy-2-aminopurine triphosphate (dAPTP) (5), which may be incorporated
opposite thymine during DNA replication, to form an AP.T base pair. During subsequent rounds of
replication, incorporation of dCMP opposite the AP would lead directly to an A.T — G.C transition
mutation. Law et al. (6) found that a DNA duplex containing AP.C is thermodynamically more
stable than a DNA duplex containing A.C. This is in agreement with the suggestion that the rate of
insertion of an improper base by a DNA polymerase is determined by differences in stability
between the newly formed mismatch site and the corresponding normal Watson—Crick base pair
(7). The probability that transition mutations will occur results from a combination of the likelihood
of tautomeric shifting, the availability of the analogues to the DNA replicating machinery, and the
discriminatory behavior and fidelity of the DNA polymerases.

Figure 1. Structure of the base analogue 2-aminopurine.
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Although best known as a base-pair substitution mutagen, the earliest reports of AP activity focused
on the production of unequal, multipolar mitosis in mouse tissue culture cells, producing aneuploid
daughter cells also bearing chromosome mutations (1). AP also causes frameshift mutations—for
example, in a set of lacZ mutant variants of Escherichia coli (2). E. coli dam mutants have reduced
ability for methylation of adenine. Many of these mutants also have enhanced sensitivity to AP and
increased mutability by this base analogue (8). It appears that AP is partially able to saturate or
inactivate the methylation-directed mismatch repair system, allowing the escape from repair of
replication errors that lead to frameshift mutation. This results in indirect mutations that can be
detected at certain sites (2).
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Aminopterin, Methotrexate, Trimethoprim, and Folic Acid

Aminopterin, methotrexate, and trimethoprim are all analogs of folic acid (Fig. 1) that antagonize
folate-dependent metabolic pathways (1, 2). Folate is a water-soluble vitamin. Although some
bacteria synthesize folate, mammalian cells cannot, and consequently it is an absolute dietary
requirement. Reduced folates function as cofactors in many metabolic processes common to nearly
all cells, such as thymidylate and purine synthesis and donation of methyl groups (Fig. 2) (1).
Folates gain entry into mammalian cells by either the reduced folate carrier (RFC) and/or a
hydrophobic membrane-associated folate receptor (FR) found in placental, choroid plexus and
kidney cells (3). The FR is unidirectional and, once inside, cellular retention of folate is enhanced by
its polyglutamation, catalyzed by the enzyme folylpolyglutamyl synthetase (FPGS) (4). FPGS adds
up to six or seven glutamic acid residues via an unusual peptide bond through their g-carboxyl
group, rather than the normal a. The number of glutamic acid residues added may play a role in
regulating and distributing reduced folates, and in guaranteeing their availability as cofactors.
Polyglutamation also increases the affinity of folate for folate-dependent enzymes, such as
thymidylate synthase (TS), aminoimidazole carboxamide ribonucleotide and glycinamide
ribonucleotide transformylases. The latter two are involved in purine synthesis. In cells synthesizing
DNA, 5,10-methylenetetrahydrofolate serves in thymidylate synthesis as a methyl group donor for
converting dUMP to dTMP. This is the only reaction in which tetrahydrofolate is partially oxidized
to dihydrofolate (1, 4). Dihydrofolate reductase (DHFR) is the critical enzyme involved in
converting dihydrofolate back to tetrahydrofolate, thus maintaining reduced folate pools to serve as
one-carbon group carriers (see Fig. 2).

Figure 1. (a) The structures of folic acid and folate analogs: folic acid and analogs; (b) the structure of trimethoprim.
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Figure 2. Folate transport, accumulation, and target enzymes. (/) folate receptor (FR); (2) reduced folate carrier (RFC),
which is bidirectional; (3) folylpolyglutamyl synthetase (FPGS); (4) dihydrofolate reductase (DHFR); (5) aminoimidazo



carboxamide ribonucleotide and glycinamide ribonucleotide tranformylases; (6) thymidylate synthase (TS); (7) passive
diffusion of lipid-soluble compounds. FH, and FH, (glu),, tetrahydrofolate with and without the added glutamyl residue:
FH,, dihydrofolate; CH,FH,, 5,10 methylene-FH 4 10-CHO-FH,, 10-formyl FH,; B vitamin B12 [Adapted from Humr
and Kamen (1996) Investigational New Drugs 14, 110-111.]
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Folate homeostasis is recognized as important. The structure of DHFR has been determined by X-ray
crystallography. One proposed mechanism of resistance to methotrexate involves DHFR gene
amplification (5-7). The FR is overexpressed in some carcinomas, and its gene has been localized to
the 11q13 region (3). Human FPGS has been cloned and mapped to chromosome 9q (4). The
complementary DNA for RFC has been cloned and the RFC gene localized to the long arm of
chromosome 21 (8-11).

1. Methotrexate (MTX)

Folate analogs entered cancer therapy in the 1940s, when aminopterin was successfully used to
induce temporary remissions in children with acute lymphoblastic leukemia (ALL) (12). Because of
a better therapeutic index, MTX eventually emerged as the antifolate used clinically in treating
cancers, such as leukemias, lymphomas, osteosarcoma, breast cancer, choriocarcinoma, head and
neck cancers, and nonmalignant disorders, such as arthritis and asthma (4, 13).

Like folates, MTX enters mammalian cells via the RFC. MTX has an apparent dissociation constant
in the micromolar range, and via the FR has higher affinity in the nanomolar range (3). Cellular
retention of MTX is enhanced by polyglutamation, which also enhances the affinity of the drug for
enzymes. Once inside the cell, MTX acts as a tight-binding competitive inhibitor of DHFR. This
leads to an accumulation of dihydrofolate and depletion of the reduced folate pools in cells actively



making dTMP via the de novo pathway. Accumulated dihydrofolate polyglutamates are also
inhibitors of TS and the enzymes involved in the de novo synthesis of purines (1). The resulting
imbalance of nucleotides causes base substitutions, which lead to errors in DNA synthesis and
ultimately to cell death.

2. Aminopterin (AMT)

Aminopterin (AMT) was the first antifolate drug used clinically in childhood ALL (12) (see
previous). Although more potent than MTX, in preclinical studies the toxicity of AMT was more
severe and more unpredictable (13-15). Transport and metabolic studies in vitro have shown that
AMT is the preferred substrate (16, 17). This results in greater AMT accumulation at lower
concentrations and more complete polyglutamation, leading to improved cellular retention for the
cytotoxic effect.

The greater potency of AMT compared to MTX has led to renewed clinical interest. AMT may find
a role in treating patients with resistant or refractory malignancies or those patients in whom in vitro
studies indicate AMT is the better choice on the basis of metabolism and accumulation (16).

3. Trimethoprim

Trimethoprim is an antibacterial agent developed in the 1950s. Studies by Hitchings (2) showed that
its mechanism of action is the competitive inhibition of DHFR. Unique to trimethoprim is its much
greater affinity (50,000- to 100,000-fold) for bacterial DHFR than for mammalian DHFR (18, 19).
Trimethoprim is lipid-soluble and enters cells rapidly without requiring specific transport
mechanisms. Its selective toxicity is further enhanced by the ability of folinic acid to reverse even
the slight effects of trimethoprim on mammalian cells, whereas bacterial cells, unable to transport
folinic acid, are not rescued by folinic acid administration (19, 20). In addition to its antibacterial
activity, the drug has activity against Pneumocystis carinii, an opportunistic infection of the lungs
encountered in severely immunocompromised patients (especially HIV patients).
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Amphipathic

Compounds that contain both highly polar and nonpolar, hydrophobic moieties are amphipathic. In
the presence of water, these compounds tend to aggregate, forming structures that are strongly
influenced by the relative extents of the polar and hydrophobic characters of the molecule, with the
polar groups acting to shield the hydrophobic moieties from the solvent. In lipids, the hydrophobic
group is the hydrocarbon domain of the aliphatic chain (see Lipids and Fatty Acids). Typical
examples are (a) the sodium salts of fatty acids, which form micelles in water, and (b) phospholipids,
which form bilayers in membranes. The presence of significant amounts of nonpolar amino acids,
such as alanine, valine, leucine, isoleucine, proline, methionine, phenylalanine, and tryptophan,
make certain proteins amphipathic; these amino acids are believed to increase the accessibility of the
proteins to the hydrophobic domain of the membrane bilayer (see Fluid Mosaic Model).

Amphoteric

An amphoteric molecule is one that has both acidic and basic chemical features. For example,
proteins are amphoteric electrolytes because they generally have both acidic and basic groups on the
side chains of their amino acid residues. Extreme examples of amphoteric molecules are the
ampholytes used to establish pH gradients in isoelectric focusing.

Ampicillin

Ampicillin (D[-]-a-aminobenzylpenicillin; Fig. 1) is a member of a growing family of antimicrobial
agents known as the semisynthetic penicillins. The semisynthetic penicillins are derivatives of the
natural product, 6-aminopencillanic acid, that have been deliberately modified chemically (1). The
chemical modifications are introduced to create new compounds with specific desirable properties.



In the case of ampicillin, the addition of the aminobenzyl side chain results in a product with an
increased resistance to acidic pH. Thus, ampicillin is medically significant because it was the first
penicillin to be administered orally in chemotherapeutic practice. Furthermore, ampicillin exhibits a
broader antibacterial spectrum than do the naturally occurring penicillins and is effective against
many Gram-negative bacterial species. The outer membrane component of the Gram-negative
bacterial cell wall represents a permeability barrier to many antibiotics, including the natural
penicillins (2). The broad activity spectrum and the relative low cost of ampicillin have made it an
invaluable tool in molecular biology and genetics for studying Gram-negative model organisms,
such as Escherichia coli and Haemophilus influenzae. Applications that employ ampicillin are
summarized below.

Figure 1. Structure of ampicillin.
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The first application of penicillin in genetics was for the selection of auxotrophic mutants of E. coli
(3, 4). This technique, penicillin selection, was based on the fact that penicillin kills only actively
growing bacteria, whereas nongrowing bacteria are penicillin-tolerant (see Penicillin). Although
benzylpenicillin (penicillin G) was employed in the original studies describing this technique,
ampicillin would be far more effective for this purpose because of its broad spectrum.

Molecular biologists have extensively exploited genetic elements encoding b-lactamase (see
Penicillin-Binding Proteins), especially the enzyme designated TEM-1. TEM-1 is a broad spectrum
b-lactamase that confers effective high level resistance to penicillins (5). The gene encoding TEM-1
was incorporated into the first plasmid cloning vectors (6) and has been widely used in cloning
vectors since. Ampicillin has been used routinely for the selection and maintenance of bacteria
carrying recombinant plasmids encoding b-lactamase, and this is undoubtedly its most common
application in molecular biology. For this purpose, ampicillin is incorporated into bacteriological
media at final concentrations ranging from about 50—100 pg/mL. For E. coli, these levels are about
10-20 times higher than the minimum inhibitory concentration (MIC) of ampicillin. The MIC is
defined as the minimum concentration of the antibiotic that is necessary to inhibit bacterial growth.

When a mixture of ampicillin-sensitive and ampicillin-resistant bacteria are plated on solid media
containing ampicillin, such as for selection of transformants carrying a b-lactamase-encoded
plasmid, it is not uncommon to find large colonies formed by ampicillin-resistant bacteria
surrounded by a zone of smaller colonies. The ampicillin-resistant bacteria in the large central
colonies produce and secrete b-lactamase. The activity of the secreted b-lactamase creates a zone of
reduced ampicillin concentration around the resistant colonies, and this permits the ampicillin-
sensitive bacteria in the vicinity to grow. The subsequent growth of the ampicillin-sensitive bacteria
results in the formation of the smaller so-called satellite colonies. The satellite colonies normally do
not represent a major hindrance in these procedures, because the desired ampicillin-resistant bacteria
can be readily purified by streaking on an ampicillin-containing medium. However, the problem of
satellite colony formation can be minimized by substituting carbenicillin, another semisynthetic
penicillin (see Fig. 1 in Penicillin) for ampicillin in the selection medium at a concentration of 50—
100 pg/mL (7). Carbenicillin is less susceptible to hydrolysis by the b-lactamase and is therefore less
likely to promote satellite colony formation. It is therefore often used in place of ampicillin.



The b-lactamase gene has also been introduced into plaque-forming and defective derivatives of the
E. coli bacteriophage Mu (8). These ampicillin-selectable phages have been used for mutagenesis
and for the construction of lac fusions in applications that take advantage of the ability of Mu to
transpose randomly.

The concept of transposon mutagenesis has been applied to transposable genetic elements encoding
b-lactamases for the generation of random gene fusions that are directly selectable with ampicillin
(or carbenicillin). For example, a derivative of Tn3 designated Tn3-HoHol1 (9) is a lacZ-containing
transposon capable of producing both transcriptional and translational beta-galactosidase fusions.
Although it was originally developed for studies on Agrobacterium tumefaciens, it has been adapted
for use in other bacterial genera.

b-Lactamase is a periplasmic enzyme. It has served as an important model for studying protein
export to the bacterial periplasm. Urbain et al. (10) have recently developed a technique for
quantifying b-lactamase activity in cultures of E. coli carrying recombinant plasmids that confer
ampicillin resistance. Their assay involved determining the conversion of ampicillin to
aminobenzylpenicilloic acid in periplasmic extracts of cells by quantitative high performance liquid
chromatography (HPLC). The procedure may be useful for investigating the mechanism of b-
lactamase translocation. It may also prove useful in studies on protein expression. For example, since
b-lactamase is expressed constitutively from ampicillin-selectable recombinant plasmids, its activity
could serve as a useful internal standard in protein coexpression studies.

b-lactamase has also been used as a genetic tool for studying membrane proteins, and these
applications are based on the fact that b-lactamase is an exported protein (11, 12). A plasmid vector
that permits the in vitro construction of translational fusions between a gene of interest, encoding
either a membrane protein or an exported protein, and the mature form (ie, the exported form) of the
TEM b-lactamase has been described (13). Transformants carrying recombinant plasmids with in-
frame fusions are ampicillin-selectable. This technique may be used for the analysis of protein export
signals or for determining the topological organization of membrane proteins. A strategy for
maximizing yields of membrane and exported proteins based on this vector has also been described
(14). It is notable that alkaline phosphatase has been used widely for studying protein export signals
and for topological mapping of membrane proteins (15). The b-lactamase system is an attractive
alternative to alkaline phosphatase for these purposes (13, 14) (see Reporter Genes). For example, b-
lactamase fusions are directly selectable (with ampicillin), whereas the identification of alkaline
phosphatase fusions is based on phenotypic screening. Moreover, only the periplasmic form of
alkaline phosphatase is enzymatically active, whereas both the cytoplasmic and periplasmic forms of
b-lactamase are active. Consequently, the cellular location of the b-lactamase fusions can be
determined on the basis of the levels of ampicillin resistance; cytoplasmic b-lactamase confers
ampicillin resistance only at high cell density, whereas periplasmic b-lactamase confers ampicillin
resistance at low cell density. As an extension of these studies, Broome-Smith et al. (16) have
constructed a transposable b-lactamase element, designated TnblaM, that is equivalent to the
transposable alkaline phosphatase element, 7nphoA. The b-lactamase fusions constructed with
TnblaM are directly selectable with ampicillin, and this is a major advantage over alkaline
phosphatase system, which as already noted is based on phenotypic screening.
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Amyloid

Amyloid is an insoluble, proteinaceous, fibrous material associated with a number of prominent
disease states (1), which can also form spontaneously in vitro from oligopeptides and denatured
proteins. The disease states in which amyloid has been implicated as an important, or even causal,
factor include Alzheimer's disease (see Amyloid Precursor Protein), the transmissible spongiform
encephalopathies (see Scrapie), non-insulin-dependent (type II) diabetes, and a number of
polyneuropathies. It is thought that the extreme stability of amyloid fibrils permits their progressive
accumulation in the extracellular spaces of vital organs whose functioning is thereby inhibited,
leading to organ failure and death. The in vivo development of amyloid deposits from globular
precursor proteins is linked to either genetic mutation, incorrect processing, or the abnormal
accumulation of wild-type proteins. Probably the most remarkable feature of amyloid is that its
molecular structure appears to be constant and independent of the protein precursors. For example,
all amyloids, regardless of the disease involved or the source of the fibrils, share similar
morphological (2), tinctorial (3), and structural (4, 5) properties. This implies that amyloid formation
is not a simple aggregation process but a structural conversion of globular proteins to a state that can
be incorporated into a particular type of fibrous protein structure. The amyloid diseases may
therefore be defined as diseases of protein misfolding.

At least 15 different proteins can form amyloid fibrils in vivo (1), and recently the involvement of
amyloid fibrils in Huntingdon's disease has also been demonstrated (6). In the electron microscope,
amyloid fibers are about 100 A (10 nm) in diameter and usually straight or only slightly curved.
Closer examination shows the fibrils to be composed of a number of smaller diameter
protofilaments, arranged in a more or less parallel array. In those fibrils so far examined, the
protofilaments give the fibrils the appearance of hollow cylinders or ribbons when observed in cross
section. Although the number, size, and arrangement of these constituent protofilaments appear to
differ somewhat, the ribbons may be merely unrolled or unformed cylinders, and hence the variation
may not be so great as appears. The molecular structure of the amyloid fibrils has been established
by X-ray fiber diffraction. The first diffraction patterns (7, 8) showed the intense 4.7 A (0.47 nm)
meridional and 10 A (1 nm) equatorial reflections that have been subsequently shown to characterize
all amyloid X-ray patterns. These reflections indicate that the molecular structure of amyloid is
composed of beta-sheets arranged parallel to the fiber axis, with their constituent beta-strands at right




angles to the axis of the fibril (4, 9). This so-called “cross-b” structure is quite different from the
more common insect silk chorions, whose fibers are formed from b-sheets having their b-strands
parallel to the fiber axis. The first use of intense synchrotron X-ray sources on amyloid (10)
extended the observable X-ray pattern to 2 A (0.2 nm) and revealed how this “classic” amyloid
model could be reconciled with low-energy twisted b-sheets (11). These new data revealed a
previously unobserved repeat distance of 115 A (11.5 nm) along the fiber axis of the transthyretin
amyloid of familial amyloidotic polyneuropathy (FAP), which was proposed (10) to correspond to
the repeat distance of a complete helical turn of a twisted b-sheet, whose helix axis was parallel to
the fiber axis. The basic helical unit therefore consists of a segment of b-sheet whose 24 b-strands
complete one helical turn. This beta-helix model of the molecular structure of the amyloid
protofilament is shown in Figure 1. Given that all amyloid fibrils share common morphological,
tinctorial, and structural properties, it is reasonable to see the b-helix model as characteristic of all
amyloid protofilaments. The b-helix model is distinct from other fibrous proteins, showing that the
amyloid structure is unique. Its features enable low energy twisted b-sheets to be incorporated in a
linear fibril in such a way that continuous b-type hydrogen bonding can be extended over the total
length of the fibril. This, together with the opportunity for a continuous hydrophobic core to
stabilize the b-sheet interactions along the length of the fibril, can be reasonably held to account for
the known extreme stability of amyloid fibrils, which is central to their role in disease.

Figure 1. Drawing of one complete turn of the proposed b-helix structure of the amyloid fibril. The arrows represent
b-strands and are shaded to represent the different b-sheets. The direction of the arrows has no significance, and no b-
strand connections are shown.



A remarkable property of amyloid fibrils is that they appear to be very similar whatever their source.
This has recently been critically tested (5) by showing that the high resolution synchrotron X-ray
patterns from eight different amyloids, of both disease and synthetic origins, have the same structural
characteristics. This observation suggests that amyloid is a highly stable generic structure capable of
accommodating proteins and peptides with a wide range of chain lengths and structures within a
common fibrillar form. The repetition of b-strands in the fibril model allows polypeptide chains of
different lengths to occupy the same structural framework. For example, a 10-residue peptide could
form a single b-strand of the amyloid structure, consistent with the known lower limit on the length
of peptides capable of forming amyloid, while longer polypeptide chains could fold back and
forward on themselves, thereby forming a number of consecutive b-strands of the amyloid b-sheets.
The need for loops of chain of different lengths or conformation between successive b-strands to
maximize the b-strand propensity, and to generate a stable hydrophobic core between the b-sheets, is
likely to give each fibril a characteristic structure within the core amyloid framework. Thus it is
probably realistic to consider amyloids as a closely related family of fibrils, each with its own
detailed structural differences, while maintaining a similar overall core structure.



The nature of the processes that convert the globular, soluble protein precursors into amyloid fibrils,
known as either amyloidogenesis or fibrillogenesis, are important, as they underpin the development
of amyloid diseases and represent a novel field of scientific investigation. It is evident that some of
the proteins forming the predominantly b-structured amyloid fibrils are themselves largely a-helical
in their normal soluble states, for example, lysozyme, the prion protein, and the Ab peptide in
Alzheimer's disease (see Amyloid Precursor Protein). The nature of this structural rearrangement has
been particularly studied in two amyloidogenic proteins: transthyretin (TTR) and lysozyme.
Transthyretin amyloidosis is associated with familial amyloidotic polyneuropathy (FAP) and senile
systemic amyloidosis (SAA). Both the wild-type protein (SAA) and more than 50 different genetic
variants (FAP) (13) give rise to amyloid. That so many variants of transthyretin are amyloidogenic
(nearly 40% of all its residues), suggests that the structure of this protein allows a particularly facile
transformation into the fibrillar form. As transthyretin is a 55-kDa homotetramer, with the four
monomers associating in such a way as to generate a stack of four 8-stranded b-sheets (14), there is a
superficial structural similarity with amyloid fibril (10). Nevertheless there is evidence that the
tetrameric form of TTR is not a building block for the fibril (15), and the discovery of a molecular
hotspot in the pattern of amyloidogenic variants (16) suggests that structural change to the monomer
is also required prior to its incorporation into the fibril. It is therefore evident that even all-b proteins,
such as TTR, must undergo a significant degree of structural rearrangement to form amyloid.

The human lysozyme molecule (see Lysozymes) has about 35% a-helix and only 10% b-sheet
structure, segregated into an a- and a b-domain. Hence the structural changes that must accompany
its incorporation into the predominantly b-structured amyloid fibril will need to be extensive. Two
genetic variants of human lysozyme are known to form amyloid in vivo, lle56Thr and Asp67His
(17). A thorough biophysical study of these variants has highlighted major differences in their
stability and folding behavior as compared with the wild type (18). It has generated a possible
mechanism of the a- to b-structural transformation of fibril formation of lysozyme, shown in Figure
2, which may be applicable mutatis mutandis to other amyloidogenic proteins. Thermal denaturation
studies show that the variants unfold at temperatures at least 10°C lower than wild-type lysozyme
and, unlike the wild type, do not regain activity when returned to physiological conditions. Fourier
transform infrared spectroscopy (see Vibrational Spectroscopy) of Asp67His lysozyme shows a
significant gain in b-structure and loss of a-structure in the soluble material, demonstrating that an a-
to-b structural interconversion is associated with fibril formation. Detection of an unfolding
intermediate displaying the characteristic binding to the hydrophobic dye 1-anilinonaphthalene
sulfonic acid (ANS) is consistent with a molten globule-like intermediate, as shown in Figure 2.
Hydrogen exchange shows that the flexibilities of the native folds of the variants have been
dramatically increased by the mutations. Inspection of the X-ray crystallography structures of the
two variants (18) suggests that the key to both amyloidogenic mutations in human lysozyme lies in
the effect they produce at the interface between the a- and b-domains, with the result that domain
adhesion may be weakened. Both variant lysozymes unfold dramatically faster than the wild-type
protein, because the docking of the two domains, required for achieving the final rigid protein fold
(19), is compromised by the presence of a threonine side-chain in the place of the wild-type
hydrophobic anchoring residue, isoleucine.

Figure 2. Schematic drawing of the possible mechanism of fibril formation in human lysozyme. (—) b-sheet structure;
(—) a-helical structure. A partly-folded, molten-globule form (II), distinct from the native (I), and denatured (I1I)
forms, self-associates through the b-domain (IV) to initiate fibril formation. This provides a template for further
deposition and the development of a b-sheet core structure of the amyloid fibril (V). Undefined structures are shown as
broken lines.
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Detailed study of the structure and behavior of variants of lysozyme has led to the proposal that
transient populations of amyloidogenic proteins in a molten-globule state that lacks global
cooperativity are an important feature of the conversion from a soluble to the fibrillar state (18).
These observations lead to a model of the mechanism for amyloid formation for amyloidogenic
lysozyme shown in Figure 2. Such a mechanism may also operate for other amyloidogenic proteins.
For example, the structure of the 121-231 domain of the prion protein (20) also demonstrates that
mutations associated with prion disease are involved in the maintenance of the hydrophobic core,
which may be related to the earlier suggestion of a molten globule intermediate in the formation of
aggregates in scrapie (21) (see Prion). Recent evidence supports the hypothesis that conformational
plasticity is a key feature in prion fibril formation. A similar observation has been made for the Ab
protein forming the amyloid in Alzheimer's disease (22) (see Amyloid Precursor Protein). The
mechanism for helix-to-sheet conversion in lysozyme, proceeding from soluble forms of the
amyloidogenic precursor proteins through transient populations of intermediates with the
characteristics of molten globules, and on to intermolecular b-sheet association, seems to parallel the
processes in the aggregation of prions and the Ab amyloid peptides, and it may occur generally in the
amyloidoses. Studies of these processes is certain to extend our knowledge of protein folding
behavior into new areas and coincidentally address some of the more intractable diseases of our
times.
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Amyloid Precursor Protein

At the molecular level, the necessary, and probably sufficient, cause for the brain dysfunction in
Alzheimer's disease is the deposition of aggregated forms of the amyloid b-protein (Ab or bA4), a
proteolytic fragment of the amyloid precursor protein (APP), in the brain parenchyma and vascular



system (1). In the Western world, dementia is the most common neurological diagnosis and is the
third leading cause of natural death, and Alzheimer's disease is by far the dominant cause of
dementia (2). It has been estimated that there are 3 million patients in the United States alone with
Alzheimer's disease (3). In addition, older patients with Down's syndrome (trisomy 21) tend to
develop a neuropathology that is very similar to that seen in Alzheimer's patients (4) The disease is
chronic, progressive, and at present untreatable. The progression of the disease begins with loss of
short-term memory and disorientation, followed by complete impairment of memory, judgment, and
reasoning. Firm diagnosis of the disease can be given only after postmortem examination of the
brain, which is characterized by extensive loss of neurons and particular microscopic lesions, which
include what are now called “neurofibrillar tangles” and “senile plaques.” The neurofibrillar tangles
are composed of paired helical filaments consisting of phosphorylated tau protein, which is
normally associated with microtubules. The senile plaques are composed mainly of Ab deposited in
the brain parenchyma. Also present in the brain is congophilic amyloid angiopathy from the
accumulation of the Ab peptide in the walls of blood vessels. The Ab protein in the senile plaques
and in the vascular deposits is present in the form of amyloid (5, 6), long, stable fibrils resulting from
the accumulation of precursor peptides that adopt a continuous beta-sheet structure. In this regard,
Alzheimer's disease is related to Creutzfeldt—Jakob disease (CJD) and other spongiform
encephalopathies, which are also characterized by the presence of amyloid deposits, in that case
composed of the prion protein. All known risk factors for Alzheimer's disease appear to influence
one or more of the following: (1) the concentration of Ab (7); (2) the amount of the longer, more
amyloidogenic Ab chains (8, 9); or (3) the initiation of amyloid formation (10). Increases in any of
these factors appear to increase the risk of Alzheimer's disease. Study of the origins of the b-amyloid
protein from APP, its aggregation into amyloid fibrils, and the identification of genes involved in its
inherited susceptibility are therefore central to understanding of, and devising therapies against, the
scourge of Alzheimer's disease.

The amyloid precursor protein (APP), is a 110—130-kDa protein with the features of a
transmembrane cell-surface glycoprotein. It is encoded by a gene localized on chromosome 21
encoded by 18 exons (see Introns, Exons). A family of eight transmembrane glycoproteins is
generated by alternative splicing of some of these exons (11). The amino acid sequence predicts that
the single transmembrane domain of APP is near the C-terminus (Fig. 1) (12). The Ab sequence
consists of a maximum 43-residue segment straddling the transmembrane and extracellular portions
of the APP chain, and encoded by parts of exons 16 and 17. APP is processed in two distinct
pathways : a major nonamyloidogenic route involving proteolytic cleavage within the region
carrying the Ab segment to separate the extracellular and membrane-bound domains (13): and an
amyloidogenic route, shown in Figure 1, leading to the release of the Ab segment (7). The cleaving
of the Ab sequence from an internal site in the APP chain implies that two distinct proteolytic events
are required to generate the N-terminus and the C-terminus of the Ab peptide. The proteolytic
enzymes involved in processing APP are termed secretases: a-secretase for cleavage of APP within
the Ab segment, and b- and g-secretases for cleavage of APP at the N- and C-terminal sides of the
Ab segment, respectively. Soluble, C-truncated forms of APP are generated by two pathways: (1) by
a-secretases cutting within the Ab sequence, thereby precluding the release of Ab (13); and (2) by b-
secretases cleaving near the N-terminus of Ab producing C-terminal fragments containing the
complete Ab (14). The generation of intact Ab chains suggests that g-secretases generate the C-
terminus of b-amyloid from these C-terminal fragments of APP after release of the transmembrane
domain from the lipid bilayer (7). The identity and location of the secretases have proved elusive, but
clearly they are of prime importance in Alzheimer's disease, and targets for therapies.

Figure 1. Schematic diagram of the derivation of the 4-kDa b-amyloid protein (Ab) from the 110-130-kDa amyloid
precursor protein (APP) by the action of the a-, b-, and g-secretase enzymes. The probable domain structure of APP
has been simplified.
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Electron microscope and X-ray fiber diffraction analyses, often using synthetic analogs or
fragments of the Ab peptide, have revealed the molecular characteristics of the Ab amyloid fibrils. In
the electron microscope, different forms of Ab amyloids are seen at different pH values, but the
physiological form appears to be represented by a fibril about 90 A (9 nm) diameter, composed of
five or six parallel protofilaments 25-30 A (2.5-3 nm) in diameter arranged around a hollow core
(15). The X-ray fiber diffraction patterns of Ab amyloid (16, 17) show the usual 4.7 A (0.47 nm)
meridional reflection and 10 A (1 nm) equatorial reflection that demonstrate that the molecular
structure of amyloid consists of paired b-sheets running parallel to the fiber axis, with their
constituent b-strands perpendicular to the fiber axis. This structure is very similar to that observed in
other amyloids produced from a variety of proteins and peptides (see Amyloid). Some shorter Ab
chains, such as residues 11-28, particularly when aligned in a strong magnetic field, form
pseudocrystals (18), which give more detailed X-ray diffraction patterns that may be capable of
yielding greater structural detail and hence begin to define the features that dispose them to form
amyloid.

The discovery that Ab is produced and secreted by cells continuously under normal metabolic
conditions, and is present in a soluble form in biological fluids (14, 19), suggests that other factors
are involved in Ab amyloidosis. It has been proposed that the isolated Ab protein exists in two
forms: a soluble form that may represent a normal host protein and a modified amyloidogenic form
(20). These two forms have identical sequences and hence are likely to represent conformation
isomers. The soluble form is easily degraded and appears to have an alpha-helical/random coil
structure: NMR analysis of synthetic Ab 140 (21) has shown that residues 15-23 and 31-35 form a-
helices, while the rest of the peptide is in a random-coil conformation, and no stable tertiary structure
is present. The amyloidogenic form is more resistant to degradation, has a high b-sheet content, and
forms the fibrillar aggregates found in brains with Alzheimer's disease. This behavior is very
reminiscent of the normal and scrapie forms of the prion protein, which is also an agent for amyloid
brain diseases (see Prion, Scrapie, and Amyloid). The existence of two structural forms for the Ab
protein implies the possibility that other proteins may be involved in regulating their interconversion.
It is known, for example, that in the rare early-onset (30—60 years of age) form of Alzheimer's
disease, the disease has been linked to mutations on chromosomes 1 and 14, in addition to
chromosome 21, which carries the APP gene. The genes on chromosomes 14 and 1 have been
identified with presenilin 1 (22) and presenilin 2 (23, 24), respectively. The two presenilins have
65% amino acid sequence identity, and hydrophobicity plots predict seven transmembrane regions
resembling a structural membrane protein. The genetic variants of presenilin 1 allow the secretion of
Ab peptides of longer length, and hence more amyloidogenic (25), possibly through a mechanism
involving protein sorting and trafficking of APP.




The more common sporadic and familial late onset (>65 years) form of the disease has been linked
with mutations on chromosome 19, subsequently narrowed to the £4 allele of the apolipoprotein E
(apoE) gene (26, 27). These studies have shown that carriers of the €4 allele have an increased risk
of developing Alzheimer's disease and that the inheritance of the e4 allele correlates with an
increased deposition of Ab amyloid in blood vessels and plaques. The apoE4 isoform differs from
apoE3, the most common isoform, by an Arg/Cys substitution at position 112. The apoE protein is
known to be one of the proteins associated with amyloid deposits (28). It has been found that apoE
can form complexes with synthetic Ab analogues and to enhance amyloid fibril formation by Ab in
vitro (29), possibly by a direct physical interaction. Frangione and his colleagues (30) have made the
intriguing proposal that apoE can itself possibly form an amyloid-like structure (there is
experimental evidence for this in its C-terminal domain), which may be able to induce other proteins
such as Ab to misfold into a b-sheet structure that could allow them to be incorporated into a
growing amyloid fibril. They term this process “conformational mimicry,” and certainly the most
recent analyses of in vivo amyloid formation characterize it as a disease of protein misfolding, which
is possibly cooperative (see Amyloid).
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Analogy

Analogy is a similarity caused by factors other than a common genetic ancestry. In general, analogy
is a similarity arising by convergent evolution. Therefore, in contrast to homology, analogy between
two traits of interest is not based on the sharing of a common ancestor. Originally, the term
“analogy” was used mostly for morphological characters. For example, the wings of bats and insects
are said to be analogous organs, as they perform the same function in different species, even though
they do not show a common underlying plan of structure. It is obvious that the wings of bats and
insects were not derived evolutionarily from the same organ in a common ancestor.

When the similarity between two different molecules is found at the level of nucleotide sequences,
amino acid sequences, and the tertiary structure of proteins, it is important to know whether the
similarity is homologous or analogous. In particular, characteristic patterns of amino acids (“amino
acid sequence motifs”) and the tertiary structures of protein molecules may exhibit analogy rather
than homology. In contrast, any sequence similarities of nucleotides and amino acids are explained
mostly by homology, because the probability that the two sequences of interest are similar by chance
can be computed easily and is usually extremely small.

Analytical Ultracentrifugation

Analytical ultracentrifugation experiments fall into two different categories, termed sedimentation
velocity and sedimentation equilibrium. However, they are often employed sequentially on a given
macromolecule under analysis (Fig. 1), and they yield related, complementary information about the
solution behavior of a macromolecule that is of great interest for a variety reasons. The need may be
simple, for example, to determine whether a macromolecule aggregates when prepared or stored in
various ways, e.g., refrigerated, frozen, or lyophilized. On a much more complex level and much
more important in the context of modern protein biochemistry and molecular biology is to detect and
measure the interactions of macromolecules with themselves or with other molecules and to relate
this to their functional roles. For these studies, the precise analysis of their behavior in solution is



necessary. Finally, analytical ultracentrifugation plays an important role in medicine and industry. It
is the reference method for analyzing the concentration-dependent solution behavior of recombinant
proteins and other macromolecules employed in pharmaceutical/pharmacological research and in
structure-based drug design (1).

Figure 1. Typical execution scheme for sedimentation velocity (SV) and sedimentation equilibrium (SE) runs.
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Analytical ultracentrifugation differs from preparative centrifugation in several important respects.
First and foremost as the name implies, it is an analytical technique. If carefully applied, it can give
hydrodynamic information that is precise, accurate, and unobtainable by any other single method.
The hydrodynamic parameters (molecular weights and sedimentation coefficients) obtained from




analytical ultracentrifugation are absolute measurements because the technique is an absolute
physical method in the strictest sense. It measures either the intensive or extensive physical
properties of solutes directly and requires only knowledge of the rotational rate of the centrifuge
rotor, the sample temperature, and the solution density and viscosity (which are extensive properties
of the solute—solvent system).

Similarly, calculations of molecular properties from ultracentrifugation data are based on direct,
first-principle analyses of solute behavior in solution. Unlike indirect methods, such as static light-
scattering, the calculations in analyzing data from the analytical ultracentrifuge do not rely on
comparison to a known standard. For example, in static light scattering the scattering behavior of a
low molecular weight organic molecule (toluene, for example) is required to calibrate the instrument.
Dynamic light scattering provides absolute diffusion coefficients, but the molecular weights
estimated from the diffusion coefficients are indirect and depend upon the solution density, viscosity,
etc. and on assumptions about molecular dimensions.

Another major difference between preparative centrifugation and analytical ultracentrifugation is that
the latter is usually applied to highly purified solute samples. Although samples must be pure,
analytical analyses usually require only small amounts of sample material, in the range of 10 to

1000 pg per sample. Finally, although analytical ultracentrifugation is inherently a nondestructive
technique, it is not routine to recover or reuse samples that have been analyzed because analytical
ultracentrifuge cells and rotors (Figs. 2 and 3), especially those that are most useful for analyzing
numerous samples, are not designed for facile sample recovery. Although analytical
ultracentrifugation was at one time a useful tool for evaluating the purity of certain biological
macromolecules, its use as a simple tool for purity analysis has been superseded by a variety of other
bioanalytical techniques. For example, inexpensive SDS-PAGE is routinely the technique of choice
for analyzing protein purity during a protein separation protocol and for estimating the molecular
weights of polypeptide chains present.

Figure 2. A four-hole analytical ultracentrifuge rotor and a vertically exploded view of the cell assembly with a
double-sector, long-channel centerpiece. Sample and reference solutions for analysis (~400 to 500 pl) are introduced
into the sealed centerpiece with an appropriate syringe system. Then the cell is placed in the rotor and subjected to
centrifugation. Depending upon the analyses performed, it is possible after centrifugation to recover a portion of the
sample using the same syringe system (figure courtesy of Beckman Instruments, by permission).
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Figure 3. Illustrations of centerpieces used in analytical ultracentrifugation. Left, a long-column, double-sector
centerpiece used for sedimentation velocity and equilibrium studies that require large data sets. Right, the multichannel
centerpiece (or “Yphantis” centerpiece after its inventor, Dr. David Yphantis) used primarily for sedimentation
equilibrium studies where analysis of a larger number of samples is desired.
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The present (and likely future) value of analytical ultracentrifugation lies in its unmatched ability
to provide direct information in two primary areas: (1) the extent to which an otherwise chemically
pure sample of a macromolecular solute exhibits monodispersity or polydispersity and (2) the
extent to which different chemically pure molecules interact. Because these two questions are
fundamental to all areas of modern cellular and molecular biology and biochemistry, analytical
ultracentrifugation remains a unique and extremely powerful biophysical tool.

1. The Modern Analytical Ultracentrifuge

The technique requires only small sample volumes, ~20 pl to ~500 pl depending upon the type of
centerpiece employed (Figs. 2 and 3). A computer-controlled optical system detects the exact
extent and position of the radial displacement of solute molecules at various times during the
centrifugation run. Optical detection is accomplished by directly measuring the concentration of
the solute as a function of radial position in the sample cell, either by its absorbance or by the
change in refractive index, using Rayleigh interference optics. Like dual-beam optical
spectroscopy, the technique is also differential in that it employs a sample solution to be measured
and a reference solution used to “blank out” or “subtract” a signal background. The only modern,
commercially available analytical ultracentrifuges are the XLA/XLI models manufactured by
Beckman Instruments, which operate at speeds ranging from ~2,000 to ~50,000 rpm . The precise
speed or speed range of operation for an experiment is determined by the type of measurement(s)
to be made and depends on the size of the molecules being studied and on the type of sample cell
centerpieces, centrifuge rotor, and the data collection system used.

The XLA/XLI analytical ultracentrifuges offer either absorbance-based optical detection (XLA,
Fig. 4) or both absorbance and interference-based optical detection (XLI, Fig. 5). In addition to
measuring the molecular weights and sedimentation coefficients of individual molecules, their
distributions in samples can also be measured. The analytical ultracentrifuge can also be also used
for direct determination of ligand-binding constants and stoichiometries. Further, when combined
with other physical measurements, these instruments are useful for determining the diffusion
coefficients and molecular shapes of macromolecules. Thus, changes in shape related to ligand
binding or solvent perturbations can also be evaluated.



Figure 4. Absorbance-based optical system of the XLA analytical ultracentrifuge from Beckman Instruments. Light
from a high intensity flash lamp passes along an optical tube to a computer-controlled toroidal diffraction grating,
which selects the wavelength(s) of observation. Light at the selected wavelength, within the range ~200-800 nm , is
focused on the sample cell in the rotor. Light passing through the sample is recorded by the radially tracking
photomultiplier. Then the data are analyzed using specialized software on an associated computer (figure courtesy of
Beckman Instruments, by permission).
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Figure 5. Interference and/or absorbance-based optical system of the XLI ultracentrifuge from Beckman
Instruments. The absorbance-based optical system is outlined in Fig. 4. For interference measurements, a laser light
source is attached to the absorbance optical tower, and an additional optical path and detector system is employed
(lower right quadrant of figure). The interference system uses Rayleigh interference optics and a computer-
controlled CCD camera detection system. Data are analyzed using specialized software on an associated computer.
Using an eight-hole centrifuge rotor and centerpieces that hold three sample and reference solutions each, it is
possible to analyze 21 samples in a single ultracentrifuge run (figure courtesy of Beckman Instruments, by
permission).
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1.1. Choosing an Optical System for Measurements

Although it is often useful to employ both absorbance and optical interference measurements when
examining a sample, some considerations make one type of measurement preferable to the other.
The possible choices for various types of samples are outlined in Table 1. In addition to the general
preferences for detecting various analytes, other important factors influence the choice of detection
methods. The relative sensitivities and dynamic ranges of absorbance versus interference detection
can be a consideration. The typical useful range for absorbance measurements in a sedimentation
equilibrium centrifugation experiment for an “average” protein with an absorbance at 280 nm of

1.0 (rng/ml)_l(cm)_1 is in the range of ~10 pg/ml to ~4 mg/ml , when the measurements employ
centerpieces with both standard (12 mm) and reduced (3 mm) path lengths. In sedimentation
velocity experiments using absorbance detection at 280 nm, the practical low end of the
concentration range is about 50 to 100 pg/ml. Sensitivity for proteins can be increased by using
light with wavelengths in the range of 215 to 240 nm, where the protein peptide backbone absorbs
and the absorbance of a protein is typically 3- to 10-fold greater, although this is technically more
demanding. Alternatively, the protein may have a natural cofactor chromophore with a large
extinction coefficient, or chemical modification can be used to introduce such a chromophore.
Optical interference measurements have roughly the same absolute dynamic range as absorbance
measurements, but they are routinely more useful in the mid-to-high concentration range, i.e., ~0.1
to ~10 mg/ml .




Table 1. General Preferences in Analytical Ultracentrifugation for Detecting Different

Analytes
Analyte Absorbance Detection Interference Detection
Carbohydrates Usually not useful unless solute ~ Usually the method of
has appreciable UV or visible choice

Nucleic acids

absorbance properties
Follow absorbance at ~260 nm

Possible, can be used at

high analyte
concentrations
Organic Usually not useful unless solute ~ Usually the method of
polymers has appreciableUV or visible choice
absorbance properties
Polysaccharides Usually not useful unless solute ~ Usually the method of
has appreciableUV or visible choice
absorbance properties
Proteins Useful if protein contains Trp Useful if protein lacks

and/or Tyr residues, so that it
absorbs at 280 nm

Trp and Tyr residues

The selectivity of the detection technique can also be a factor in performing an experiment. The
use of this approach is illustrated in Fig. 6 for examining the potential for interactions between the
Alzheimer's disease beta-amyloid peptide and the serum C1Q component of the complement
system, which other studies had suggested is a trigger for activating the complement cascade and
for potential neuronal cell loss. In this work, a 5-kDa peptide was labeled with the chromophore
fluorescein. Binding of the labeled peptide to a ~150 kDa antifluorescein antibody was used as a
positive control to examine the potential for b-amyloid peptide to bind to C1q. The labeled peptide
binds to the antibody as expected, but it does not bind to Clq.

Figure 6. Binding of a xanthene-labeled Alzheimer's b-amyloid peptide to an antifluorescein antibody but not to
serum complement Clq, as analyzed at sedimentation equilibrium at low speed (5000 rpm). The fluorescein analog,
xanthene, absorbs light at 510 nm (solid line), and the proteins absorb light at 280 nm (dotted line). Panel (a) shows
the radial distributions of labeled peptide alone at 280 and 510 nm (no sedimentation). Panel (b) shows the labeled
peptide sedimented in the presence of C1q, Clq tended to sediment, but the peptide did not. Panel (¢) shows the
control experiment where the labeled peptide was sedimented in the presence of an anti fluorescein antibody. The
peptide binds to the antibody and sediments with a molecular weight equivalent to that of the antibody. These results
demonstrate that the monomeric form of the amyloid peptide implicated in Alzheimer's disease is unlikely to bind to
complement C1q and thus induce complement-mediated neural cell death (from Ref. 8, with permission).
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In analytical ultracentrifugation, another important consideration is sample and reference solution
buffer matching. If the solutions are poorly matched, the resulting data are usually poor, even with
the extensive signal averaging employed with advanced detectors and software.

Interference detection measurements are based on the change in the refractive index of the solution
caused by a solute, which is a function of its concentration. For these measurements, the system
records the differential change in the refractive index of the sample versus the reference cell, as a
function of radial position. The refractive index of a solution is a function of the mass of all
solutes, not of their absorbance or molarity, and it is not possible to distinguish between different
solutes. In fact, buffers and salts routinely contribute most of the change in refractive index
because they are present in much higher concentrations than the protein. Therefore, interference
measurements are extremely sensitive to small mismatches in refractive index between the buffers
of the sample and reference solutions. As a result, samples analyzed by interference measurements
routinely require exhaustive dialysis. With appropriate sample/reference solution preparation, it is
possible to achieve protein concentrations of >100 mg/ml routinely. The only effective upper limit
is the intrinsic solubility of the protein itself under the conditions of analysis (rotor velocity,
temperature, pH, etc., which can be easily changed). For both absorbance and interference
measurements, the lower limit on size is a molecular weight of ~200 Da, and the upper limit is

effectively about 30 x 10° Da.

Absorbance optics permit the differential absorbance of two molecules to be employed to
distinguish their sedimentation properties (as in Fig. 6). This is not possible with interference
optics, however, so it is not possible to distinguish between two different solute molecules with
similar masses.

Another feature of interference measurements is their use in a differential mode. Because the
interference optical system is double-beam, differential centrifugation experiments can be
performed where the protein is present in both cells and a small ligand only in one. Consequently,
the signal from the protein is blanked out, leaving only the signal from the ligand. A ligand that
binds to the protein (even weakly) is displaced along the radial axis of centrifugal force in the
centrifuge cell. Because the protein signal is blanked out, the only change in refractive index
observed along the radial (force) axis is caused by the change in radial distribution of the ligand (2,
3).

Absorbance measurements generally have less stringent referencing requirements. In practice it is
necessary only that the reference buffer has an absorbance at the wavelength of analysis at which it
is electronically possible for the instrument to perform the desired subtraction. Therefore,
absorbance measurements are relatively more forgiving for buffer matching in sample/reference
preparation. They are not without other intrinsic problems, however, in particular those related to
the absorbance of buffers and solute extinction coefficients. Most biologically useful buffers and
common solution additives have some characteristic absorbance in the wavelengths used to
analyze proteins in solution. Because of the high total sample/reference solution absorbance, it may
be difficult or impossible to make the requisite difference absorbance measurements. However,
under these conditions protein samples that have been carefully prepared by dialysis but are
optically opaque at UV wavelengths, may be routinely analyzed by interference rather than
absorbance detection (as above). Finally, one interesting drawback to absorbance measurements,
which is routinely neglected in sedimentation equilibrium analyses (in particular), is that the
analyte solution extinction coefficient(s) may vary with the composition of the solution, so that its
absorbance can change during a centrifugation run. Homo- or heteroassociation processes may
alter the protein extinction coefficients, which contributes nonlinear perturbations to the total



absorbance. Thus careful analyses require that the radial distributions of molecules undergoing
such associations be measured at several wavelengths. Interference measurements, in comparison,
are insensitive to these alterations in solute extinction coefficient.

1.2. Monodispersity, Polydispersity, Paucidispersity, and Nonideality

A solute is said to be monodisperse if it exhibits behavior characteristic of a single species in
solution. If the solute undergoes indefinite self-association under the solution conditions examined,
it is said to exhibit polydispersity. If a sample of solute molecules is composed of a mixture of a
limited number of species with different chemical compositions, its solution behavior is
polydisperse, for example, with respect to its molecular weight distribution, but the sample is
termed paucidisperse. The differences between various types of solute behavior in solution are
outlined in Table 2. It is often useful to define molecular weight distributions in terms of the
molecular weight averages M oM, and M, which are the number-, weight-, and z-averages,

respectively (Table 3). They are valuable for estimating sample homogeneity. A pure solute gives
identical values of M,, M , and M_. Different methods of measurement give different averages.

Table 2. Summary of Types of Solute Hydrodynamic Behavior

Sedimentation Sedimentation

Hydrodynamic Velocity Equilibrium
Characteristic Example Behavior Behavior  Consequences
Monodisperse Soluteis  Velocity Data fit a single Molecular
pure, a profiles fit a exponential weight, s, and
single single-term term at all rotor D have
spherelike Lamm equation speeds and minimal or no
chemical (see solute dependencies
entity that Sedimentation concentrations on
doesnot  Velocity concentration;
undergo  Centrifugation), solute solution
self- and the single behavior is
interaction sedimenting “ideal” or
boundary gives nearly so
unique values
of s and D
during run
Paucidisperse Sample Velocity Data do not fit a Molecular
comprises profiles fit a single weight, s, and
a small multiple-term  exponential D depend on
number of Lamm term at all rotor concentration
chemically equation, and speeds and
distinct sedimenting solute
solutes, boundaries give concentrations

which may multiple values
or may not of s and D
interact during run

It may be Chances for
possible to extracting
resolve separate binding
sedimenting g* constants for a



(s) distributions macromolecular
assembly are
usually severely

diminished
Polydisperse Sample Velocity Data do not fit a Molecular
comprises profiles fita  single weight, s, and
multiple  multiple-term  exponential D depend on
solutes, Lamm term at all rotor concentration,
which may equation, and  speeds and solute solution
or may not sedimenting solute behavior is
interact boundaries give concentrations usually termed
multiple values “nonideal”
of s and D
during run
Sample is It may be Depending
pure, a possible to upon nature of
single resolve separate self-association,

spherelike sedimenting g* it may be
chemical (s) distributions possible to

entity that extract binding
aggregates constants for a
macromolecular
assembly
process
Nonideal Sample Velocity Data exhibit sand D
comprises profiles fit a skewed depend on
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* C; is the concentration, and M; is the molecular weight of the ith species in weight per unit

volume.

Nonideality is typically observed at high concentrations of a solute and is caused by the effects of
excluded volume (versus actual molecular volume) on solute hydrodynamic behavior. The effects
of nonideality are small for spherical molecules, because their excluded and actual volumes are
essentially equivalent. With such molecules, their hydrodynamic behavior varies in direct
proportion to the size of the molecular sphere. When molecules are rodlike, nonideality becomes
more pronounced. As the concentration increases, the effect is nonlinear and it is significantly
worse at greater ratios of molecular length to width. Intermolecular interactions are another cause
of nonideality. For example, electrostatic charge—charge repulsion can be significant at high solute
concentrations and low solution ionic strengths. Experimentally, such charge—charge effects are
usually reduced by increasing the solution ionic strength. The role of nonideality in sample
behavior is identified by performing a series of studies at different solute concentrations and
extrapolating the measured hydrodynamic parameters to infinite dilution.

1.3. Other Physical Measurements Necessary to Analyze Ultracentrifuge Data

Calculating results from sedimentation equilibrium and velocity experiments requires several
additional physical measurements of the solute and of the solutions employed. To calculate the
anhydrous weight-average molecular weight, the density of the solvent and the partial specific
volume of the solute must be known.

There are typically two ways to obtain these values. They can be measured with an ultrasonic
density meter or pyncnometer or estimated from various tables if the specific buffer and solute
chemical compositions are known. For a protein, the approximate partial specific volume is
calculated from its amino acid composition (4, 5). The density of a buffer of exact composition can
be estimated from an appropriate reference table (for example, from the CRC Handbook of
Chemistry and Physics). Of the two direct methods for determining solvent densities and solute
partial specific volumes, ultrasonic densitometry is preferred because it requires less solute for
measurements. It is good experimental practice to measure both the solvent density and the partial
specific volume of a solute sample of interest. In the case of proteins, this is particularly true if the
studies analyze the tendencies of the proteins to undergo association or conformational changes
when bound to a ligand. Such interactions are often accompanied by significant changes in the
volume of the protein that are unaccounted for if the specific volumes of the individual amino
acids comprising the protein are used in the calculation (6, 7). Additionally, if the protein contains
carbohydrate (a glycoprotein, for example) or bound lipid (a lipoprotein), estimates from
reference tables can, at best, be charitably characterized as a guess.

The final physical measurement necessary is the measurement of the solution viscosity . This value
can be estimated from tables (5) (as for buffer density), but again it is good experimental practice
to measure the solution viscosity directly with a simple, commercially available viscometer.
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Androgenesis

Androgenesis is the mode of reproduction of eukaryotes where both sets of chromosomes of the
offspring are of paternal origin. In higher plants, androgenesis can be obtained either in vitro with
anther cultures or with isolated pollen grains. In animals, androgenesis can be obtained only
experimentally. A technique similar to that described in the entry Digynism can be used, that of
pronuclear transplantation: the male pronucleus is removed from a fertilized egg and injected into
another egg, from which the female pronucleus is then removed, so that now the zygote contains two
paternally derived sets of chromosomes.

Rarely, diandric embryos arise spontaneously when a fertilized egg loses its female pronucleus.
These embryos are not viable. In humans, their implantation results in a uterine tumor called a
hydatiform mole. In spontaneous abortions, diandric embryos are a minority among triploid
conceptuses (1).

Diandric embryos are useful for studies of genetic imprinting.
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Aneuploidy

An aneuploid cell has one or more complete chromosomes either in excess or less than the normal
haploid, diploid, or polyploid number characteristic of the species from which the cell derives. In
other words, the chromosome number is not a multiple of the haploid cell number of chromosome.

Fluorescence in situ hybridization (FISH) with chromosome-specific probes has been successfully
applied to rapidly detect numerical aberrations in metaphase and interphase amniotic cells (1).
Aneuploidy arises primarily by the process of nondisjunction, probably caused by nonrandom
premature centromere division in the first meiotic division of maternal meiosis. This varies among

chromosomes, however, and a significant proportion of paternal and/or meiosis II errors have been
described.

The presence of kinetochores or kinetochore proteins (detected immunochemically) in the
micronuclei of binucleated cells indicates a cell with a high probability for aneuploidy following
cytokinesis (2, 3). The relationship between Y-Chromosome aneuploidy in male humans, the
number of micronuclei, the status of kinetochore proteins, and aging has been reviewed (4).
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Angiogenin

Angiogenin (Ang) is one of a group of proteins that are potent inducers of angiogenesis, the process
by which new blood vessels are formed (see Epidermal Growth Factor, Fibroblast Growth Factors,
Transforming Growth Factors, Tumor Necrosis Factor). It was first isolated from medium
conditioned by human adenocarcinoma (HT-29) cells based on the premise that tumor cells must
secrete angiogenic factors in order to attract blood vessels so that they can grow. Ang was identified
by its ability to stimulate angiogenesis on the chorioallantois, the outer membrane that surrounds the
embryo in fertilized chicken eggs. Subsequently, it was shown to be present in normal human
plasma, bovine milk, and bovine and mouse serum. It is a 14-kDa basic protein that has 33%




sequence identity to bovine pancreatic ribonuclease A and is one of several members of the RNase A
superfamily of proteins that have unusual biological activities. It is the only angiogenic protein that
is a ribonuclease, and the only ribonuclease that is angiogenic. It is an important protein that may be
involved in wound healing, is critical for the growth of solid tumors, and has become a target for the
treatment of metastatic cancer and other angiogenesis-related diseases. For recent reviews on Ang
see Refs. 1 and 2.

1. Protein Chemistry

Human Ang is a single polypeptide chain of 123 amino-acid residues and three disulfide bonds (Fig.
1). All of the main components of the catalytic site (see Active Site) of RNase A are present in Ang,
and thus it is not surprising that it has enzymatic activity toward RNA and dinucleotides and which,
like that of RNase A, is limited to cleavage after pyrimidines. What is surprising is that this activity
is four to six orders of magnitude less than that of RNase A. Nevertheless, it is essential for
angiogenic activity. Part of the reason for such low activity was revealed by X-ray crystallography
(Fig. 2). The structure of Ang is closely similar to that of RNase A, but with two major differences.
On the one hand, the pyrimidine-binding (B,) component of the catalytic active site was found to be

occluded by the side chain of GIn117. On the other, the second (B,) component of this site is

structurally quite different from that in RNase A. In the latter, it is part of an eight-residue disulfide
loop that is found in all of the 55 known mammalian members of the ribonuclease superfamily but
missing in all of the nine known Ang. Instead, it is replaced by a sequence of residues that interacts
with a cell-surface binding protein (see text below). Despite these likely impediments to substrate
binding, Ang does catalyze RNA hydrolysis, albeit very weakly.

Figure 1. Amino acid sequence of human angiogenin. The active site histidine (H) and lysine (K) residues are in bold,
and the disulfide bridges between cysteine (C) residues are indicated by dotted lines.
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Figure 2. The polypeptide fold for human angiogenin drawn with the program MOLSCRIPT. (From Ref. 9, with
permission.)



It has been suggested that through evolution Ang was endowed with a unique structure that
attenuates its catalytic potency toward RNA in general, but that undergoes a conformational change
when Ang is brought together with its specific, yet unidentified, substrate (3). Whether this structural
rearrangement activates Ang or merely ensures its specificity is unknown. It may be that the very
low activity of Ang is perfectly adequate for carrying out its unique biological function. It should be
noted, however, that Ang is an effective inhibitor of cell-free protein synthesis by virtue of its ability
to cleave 18S rRNA when this substrate is present in the intact ribosome, and in fact is an even more
effective inhibitor than RNase A. When isolated 18S RNA is used as substrate, the activity of Ang is
markedly decreased relative to RNase A. This suggests that the activity of Ang depends on the
environment of its substrate.

2. Molecular Biology

The human Ang gene, localized to chromosome band 14q11, is present as a single copy per haploid
genome, with no introns in the protein-coding region (1, 2). The gene has been cloned and
expressed in both Escherichia coli and BHK cells, and well over 40 Ang variants have been prepared
in order to explore various aspects of its structure—function relationships. Thus, site-directed
mutagenesis of His13, His114, or Lys40 (the equivalents of the catalytic residues His12, His119, and
Lys41 in RNase A) abolishes both the ribonucleolytic and the angiogenic activity of Ang. Although
angiogenically inactive, these variants block the angiogenic activity of native angiogenin. By
contrast, an Ang variant in which residues 58 to 70 were replaced by residues 59 to 73 of RNase A
had 300- to 600-fold more activity toward RNA substrates but was angiogenically inactive. Thus,
ribonuclease activity is essential but not sufficient for angiogenic activity. Moreover, this variant,



unlike the active site variants, was unable to block the angiogenic activity of native Ang, suggesting
that the mutated region of the protein is involved in cell binding, probably interacting with a cell-
surface binding protein. Recall that in RNase A this region of the molecule constitutes the B,

component of the substrate binding site. In Ang it apparently has evolved into a cell binding site,
with loss of catalytic activity but concomitant acquisition of a new biological potential.

3. Cell Biology

Blood vessels are composed of specialized cells known as endothelial cells. It is not surprising, given

its function, that '2°I-labeled Ang binds to endothelial cells, and it does so in a manner that is
characteristic of receptor binding—that is, time- and concentration-dependent, reversible, saturable,
and competitive with unlabeled Ang. Yet Ang is a plasma protein (200 to 400 mg/L), and obviously
it does not continuously stimulate new blood vessel formation as it circulates through the
vasculature. This is explained by the fact that the angiogenin receptor is only expressed in sparsely
cultured endothelial cells, not in confluent cells (as exist in blood vessels) (4). The receptor, not yet
fully characterized, is a 170-kDa transmembrane protein whose presence on the cell surface
correlates with the mitogenic activity of Ang. When the receptor is present, the cells respond to Ang
by both increased thymidine uptake and cell proliferation. Confluent cells lack the receptor and,
hence, do not respond this way to Ang.

Experiments with protein cross-linking reagents have demonstrated that Ang also interacts with a 42-
kDa endothelial cell-surface protein that is a member of the actin family (1, 2). On binding Ang, it
dissociates from the cell surface as an Ang—actin complex. Remarkably, this complex activates tissue
plasminogen activator (tPA) and thus generates plasmin (see Plasminogen). This, in turn, stimulates
cell-associated proteolytic activity to degrade the extracellular matrix and thereby facilitates cell
migration, an essential feature of the angiogenesis process. Ang also acts as a cell adhesion molecule
and, when coated on a plastic surface, mediates the binding of endothelial and tumor cells. /n vivo it
may help direct migrating blood vessels toward Ang-secreting tumor cells.

Addition of Ang to cultured endothelial cells stimulates a transient increase in cellular
diacylglycerol, seemingly the result of an Ang-induced activation of phospholipase C, as well as an
increase in prostacyclin secretion owing to activation of phospholipase A,. Interpretation of these

second messenger responses has not been possible, thus far, largely because the systems are complex
and may only be stimulated indirectly by Ang.

4. Nuclear Translocation

Angiogenin undergoes endocytosis by sparsely cultured endothelial cells and is rapidly translocated
from the cell surface to the nucleus, where it accumulates in the nucleolus (1, 2). This process is
receptor-mediated and regulated by a nuclear localization signal (see Nuclear Import, Export) that
involves three basic residues, Arg31-Arg32-Arg33, of Ang. This signal is essential for angiogenesis
and suggests that the substrate for the ribonucleolytic activity of Ang is located in the nucleolus, a
highly specialized region where biogenesis of ribosomes takes place (see Nucleolus and Ribosomes).
One possibility is that the ribonucleolytic activity of Ang enhances the transcription and processing
of rRNA. Two enzymatically inactive variants of angiogenin whose cell-binding site is intact also
accumulate in the nucleolus when added to endothelial cells, but they are angiogenically inactive.
This suggests that not only is nuclear localization essential for the biological activity of Ang but, in
addition, the translocated protein must be enzymatically active. This has been confirmed by recent
studies in which a DNA aptamer (an oligonucleotide that binds fairly tightly to Ang) that inhibits
both the enzymatic and angiogenic activities of Ang is also translocated to nucleus, but only when
added to endothelial cells together with Ang. The inhibitor and the protein accumulate in the nucleus
in a 1:1 stoichiometric ratio (5).

5. Mechanism of Action



Although Ang may well be involved in a variety of angiogenesis-related situations, its mechanism of
action is likely to be quite similar for each of them; hence it is only summarized here in the context
of tumor-induced angiogenesis. All tumor cells that have been examined have been found to secrete
Ang, and in at least one case, pancreatic cancer, the aggressiveness of the tumor is related to the
amount of angiogenin produced (6). Ang secreted by tumor cells migrates through the extracellular
matrix until it reaches an endothelial cell. There it combines with cell-surface actin and dissociates as
a complex that stimulates the activity of tPA and the formation of plasmin. Degradation of the
extracellular matrix—for example, by plasmin-activated matrix metalloproteinases—may stimulate a
few endothelial cells to migrate, and this could trigger expression of the Ang receptor. Binding of
Ang to the receptor would then, on the one hand, initiate a second-messenger response, perhaps
through activation of the above-mentioned phospholipases, and, on the other, promote endocytosis
and nuclear localization of Ang. The ribonucleolytic action of Ang within the nucleolus would,
together with signals generated via the second messengers, activate processes leading to cell
proliferation. The proliferating endothelial cells would migrate through the now degraded
extracellular matrix toward the tumor cell from which the Ang was released. The cell-adhesion
properties of Ang may be important for ensuring cell migration in the proper direction. At present,
this view of the mode of action of Ang is largely speculative, particularly because nothing is known
about the events that occur within the nucleus and lead to cell division. Nevertheless, it summarizes
current thinking and is a useful basis for further investigation.

6. Tumor Biology

The levels of Ang and its messenger RNA are increased in the tissues and cells of patients with
various types of cancers, indicative of an in vivo role for Ang in the process of tumor angiogenesis.
This being the case, anti-angiogenin agents could have potential importance in the treatment of
cancer and other angiogenesis-related diseases. The most potent inhibitor of Ang is a 50-kDa protein
originally isolated from placenta as an inhibitor of RNase A, hence known as placental ribonuclease
inhibitor (RD) (1, 2). It inhibits Ang with a K; of 0.7 fM, one of the strongest protein—protein

interactions known, and is 60-fold stronger than its inhibition of RNase A. Unfortunately, RI is
evidently unstable in extracellular fluids and has not been found to be effective in treating tumors in
laboratory animals.

Monoclonal antibodies raised against Ang have been used to treat athymic mice injected with HT-29
colon carcinoma cells, and they reduced the incidence of tumors by up to 65%. Similar results have
been observed with other types of tumors, and when used in conjunction with conventional
therapeutic agents, a synergistic effect was seen (2). Actin was also tested for its anti-tumor activity,
and it too was capable of preventing tumor growth in more than 60% of treated animals. It should be
noted that anti-angiogenin agents do not affect the growth of already-established tumors. They are
only effective when administered to animals at the same time as the tumor cells. They are thought to
act by specific extracellular inactivation of tumor-secreted Ang and the consequent inhibition of
tumor angiogenesis. These experiments are important in that they provide clear evidence of a crucial
role for angiogenin in the early stages of development of these tumors.

7. Other Biological Properties

One of the major complications associated with regular hemodialysis is the increased morbidity and
mortality arising from infections. This has been attributed to dysfunction of polymorphonuclear
leukocytes. Indeed, a number of compounds have been isolated from uremic serum and shown to
inhibit the biological activity of these white cells. One of these is an inhibitor of leukocyte
degranulation that turns out to be Ang (7). Nanomolar concentrations of Ang inhibit both
spontaneous and peptide-stimulated degranulation by 60% and 30%, respectively. However, Ang has
no other effect on the cellular responses of polymorphonuclear leukocytes, such as chemotaxis,
phagocytosis or their peptide-stimulated oxidative respiratory burst.



Ang has also been reported to suppress significantly the proliferation of human lymphocytes
stimulated by a mixed-lymphocyte culture or by phytohemagglutinin or concanavalin A (8). A
maximal immunosuppressive effect was seen at an Ang dose of 50 to 100 mg/mL. It was thought
that this effect might synergize with the effect of Ang on neovascularization of tumors and thereby
contribute to tumor development.

&. Conclusions

Ang is now recognized as a pleiotropic molecule capable of inducing several intra- and extracellular
activities. It induces most of the individual events in the process of angiogenesis including binding to
endothelial cells, stimulating second messengers, mediating cell adhesion, activating cell-associated
proteinases, inducing cell invasion, stimulating DNA synthesis and cell proliferation, and organizing
the formation of tubular structures from cultured endothelial cells. Characterization of its cellular
receptors, elucidation of its mechanism of nuclear translocation, identification of its intranucleolar
target substrate, and understanding how these events result in cellular proliferation and blood vessel
formation will provide important and novel information that can be utilized for either promoting or
inhibiting angiogenesis for therapeutic purposes.
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Anhydrides

“Anhydride” means “without water,” and many anhydrides are present in nature. Anhydrides are
easily hydrated in the presence of water to acids or bases. Inorganic anhydrides include SO5, P,0Os,

Ca0, Na,O, etc. Acid anhydrides are the most important anhydrides in biochemistry. An acid
anhydride [I] is formed by eliminating a molecule of water from two acids (Scheme 1):
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Adding a molecule of water reverses the reaction. Practically, a carboxylic acid anhydride is
prepared by the nucleophilic displacement of chloride ion from acyl chlorides by carboxylate ion.

Acid anhydrides are reactive and are good acylating agents. They react with water to yield acids,
with amino groups to yield amides, and with alcohols to yield esters. Acid anhydrides are utilized as
reactive intermediates in organic syntheses, such as peptide synthesis, and sometimes as enzyme-
substrate intermediates. Acid anhydrides are unstable and therefore have large standard free
energies of hydrolysis. The two terminal phosphate linkages in ATP are anhydride linkages, and
acid anhydrides play important roles in bioenergetics (see Adenylate Charge). Acid anhydrides are
widely employed for chemical modification of proteins, particularly of amino groups. The
acetylation reaction by an acid anhydride with amino groups in a protein proceeds so easily that this
reaction is suitable for the radiolabeling of a protein with a radioisotope-labeled acid anhydride (1).
Acetic anhydride [II], maleic anhydride [III], and succinic anhydride [[V] are frequently employed in
chemical reactions and chemical modifications of proteins. Phthalic anhydride [V] is an aromatic
anhydride and is a good leaving group.

1. Acetic Anhydride

Acetic anhydride is the most important acid anhydride. Its boiling point is 139.6°C, and it has a
characteristic penetrating odor. It is widely employed in organic syntheses. It is used to introduce the
acetate group into organic compounds and is called an acetylating agent. To acetyle amino groups in
a protein (2), prepare a protein solution (2 to 10%, w/v) in half-saturated sodium acetate. Over a
period of 1 h at 0°C, add, in five equal portions, a weight of acetic anhydride equal to that of the
protein, and continue stirring for an additional hour.
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8-Anilinonaphthalene-1-Sulfonic Acid

8-Anilinonaphthalene-1-sulfonic acid (ANS) (Fig. 1) and its dimer, 1,1'-bis(4-anilino-5-
naphthalenesulfonic acid) (bis ANS) are two widely used “hydrophobic” probes in fluorescence
studies of proteins and membranes (1). These dyes are minimally fluorescent in polar environments,
such as aqueous solutions, but their fluorescent emission is dramatically increased in nonpolar
environments. An increase in quantum yield (intensity) and a blue shift in the wavelength of
maximum emission (I ) is observed when binding to macromolecules.

Figure 1. The structure of 8-anilinonaphthalene-1-sulfonic acid (ANS).
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The most common uses of ANS (and bis-ANS) are (1) to monitor conformational changes in
proteins (2, 3); (2) to follow the kinetics of protein folding and unfolding (4-6); (3) to detect and
characterize partially folded intermediates of proteins (both transient and equilibrium) (7, 8); (4) to
measure changes in membrane properties (9, 10); (5) to detect the presence of exposed hydrophobic
accessible surfaces (11); and (6) to study ligand binding through displacement assays (12, 13).
Photoincorporation of bis-ANS has been used to locate solvent-exposed hydrophobic regions in
proteins (14) and more specifically (1) to investigate virus capsid structure and assembly (15, 16);
(2) to monitor tubulin assembly and interaction with drugs (17) because bis-ANS specifically
inhibits assembly of tubulin (18); (3) to measure distances via fluorescent energy transfer from
tryptophan residues to bound ANS (17, 19); (4) to study enzyme—substrate interactions (20),
including nucleotide binding (21); and (5) as a sensitive staining method for proteins in SDS-PAGE
(22). ANS has been used to detect conformational changes in a wide variety of functional proteins
during ligand binding (ranging from small molecules to DNA) (13, 23).

The advantages of ANS as a probe reflect the simplicity of fluorescence experiments and the
sensitivity of ANS to its immediate environment. Although most commonly used in the fluorescent
steady-state mode, it has also been used in more complex experiments (6, 25). The absorbance
spectrum of ANS has maxima at ~270 nm and in the 345 to 380 nm range. The fluorescent emission
spectrum is very sensitive to the environment and has a maximum of ~520 nm in water, which
becomes progressively blue-shifted with decreasing polarity and reaches 464 nm in very nonpolar
environments. A corresponding change occurs in the fluorescent lifetime from ~0.25 ns in water to
~15 ns in hydrophobic environments. The overlap between ANS excitation and tryptophan emission
in the vicinity of 350 nm provides a useful donor/acceptor energy transfer system. Although the
properties of ANS and bis-ANS are similar, the dimer has substantially higher affinity for many
protein sites (26).



It is commonly assumed that ANS and bis-ANS bind to proteins and membranes by hydrophobic
interactions mediated by the two aromatic rings, although there is little direct data (such as X-ray
crystallography or NMR structures) to support this hypothesis. These dyes are anions over most of
the commonly used pH range and electrostatic interactions are also important (possibly even critical)
in ANS binding to proteins and membranes (27).

The applications of ANS to biomembrane studies have been summarized (24) and are not presented
in any depth here. ANS binds to membranes in the vicinity of the phospholipid polar headgroups.
The nonpolar part of the ANS molecule is directed toward the region of the fatty acid side chains,
but the ANS does not penetrate very far into the nonpolar region of the bilayer. The binding is very
sensitive to the nature of the phospholipids and to the presence of other membrane components, such
as cholesterol.

For proteins, it is likely that only those ANS molecules that bind in hydrophobic regions exhibit the
characteristic strong fluorescence. The remaining ANS molecules are bound to cationic sites exposed
to aqueous solvent and hence are quenched (28). The thermodynamics of ANS binding to a protein
have been determined: the binding is enthalpically driven at all temperatures and entropically
opposed at temperatures greater than 14°C (27). The self-association of ANS and bis-ANS in water
correlates with their tendency to form complexes with proteins (29). Thus care must be taken,
especially when working at low pH and high ANS concentrations, to avoid ANS aggregation.

It has been recognized for some time that ANS and bis-ANS are excellent probes for partially folded
intermediate states of proteins, such as the molten globule (7-30). Because the dyes do not normally
bind significantly to the native states of most proteins nor to the fully unfolded states, they are
widely used as a diagnostic for the presence of partially folded intermediates. However, ANS and
bis-ANS do bind to some native proteins, usually to a specific site, e.g., the heme-binding site in
apo-myoglobin (31). The predilection of ANS for nonnative conformations has been useful in
investigating designed proteins to determine whether they have a rigid, tightly packed core, or are
more like a molten globule (32), and in studies to determine the conformational state of substrate
proteins interacting with molecular chaperones (33).

Fluorescent changes that correspond to binding and release of ANS during protein folding are
frequently used to characterize the kinetics of folding, especially the buildup and decay of transient
intermediates (34-36). Differences in partially folded intermediate conformations of proteins are
distinguished by differences in the properties of bound ANS (5, 37).

The interpretation of results from ANS probe experiments is not without hazards, in part because the
dyes perturb the system under investigation. For example, in experiments to monitor the kinetics of
protein folding, the presence of ANS or bis-ANS and their strong affinity for transient intermediates
significantly perturb the kinetics of folding (35). Similarly, it is customarily assumed that if ANS or
bis-ANS is added to the native protein and binding is observed, it is to the native state. However,
when the native state is only nominally predominant, preferential binding of the dye to a partially
folded intermediate effectively shifts the equilibrium to favor the intermediate conformation (19).
The presence of tight-binding ligands (eg, substrates) to the native state shifts the equilibrium back to
the native conformation (19). Another source of potential complications in interpreting results arises
from the fact that the dye concentration used in many studies drastically exceeds the protein
concentration. It is important to use purified ANS. Most commercial preparations contain some bis-
ANS, which produces misleading results because bis-ANS often binds much more tightly than ANS.
The bis-ANS is removed by Sephadex LH-20 chromatography (38).
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Animal Pole, Vegetal Pole

The cell mass of an egg is not uniformly distributed, but it exhibits significant differences in terms of
morphology and at the molecular level. In order to describe this polarity, the terms animal pole and
vegetal pole were invented to describe the two opposite poles of the egg.

Unlike the eggs of insects, which are elliptically shaped, most oocytes of amphibians and
mammalians exhibit a less pronounced asymmetry. One element of asymmetry is the location of the
cell nucleus, which is normally not right in the center of the oocyte, but is more peripheral,
sometimes even adjacent to the egg membrane. Due to gravitational forces, the yolk within settles to
the bottom of the egg and forms the vegetal pole; consequently, the polarity becomes more apparent
when more yolk is present in the egg. Another component causing asymmetry is that polar bodies
extruded during meiosis are frequently located in the region of the animal pole. In ascidians, sperm
enters the egg somewhere in the animal hemisphere (1), causing cytoplasmic movements and
rotation of the egg cortex. As a consequence, a further distinct region, the gray crescent, becomes
visible in the fertilized egg. The gray crescent is also visible in amphibians, but is not very apparent
in sea urchins. In the egg of Unio elongatulus, sperm entry occurs only at the vegetal pole. This is
attributed to the presence of a 220-kDa binding protein that is concentrated in a restricted region of
the crater region within the vegetal pole (2).

The naming of the two poles, animal and vegetal, is not based on a precise function; rather, the
names have arisen from the idea that the “higher” organs evolve in the animal polar region, whereas
the vegetal pole was assumed to be destined to form the “lower” organs necessary for reproduction
and providing nutrition. The two poles form one of three possible coordinates, and further
developmental changes in a number of amphibians correlate with the subsequent dorsal-ventral body
axis of the animal. In mammals, the mechanism by which the inner cell mass settles in certain places
is not fully understood. However, it was shown in the mouse that the bilateral symmetry of the early
blastocyst is normally aligned with the animal-vegetal axis of the zygote. The embryonic-
abembryonic axis is oriented orthogonally to the animal-vegetal axis (3).

After a sperm activates the egg, karyogamy of the male and female pronuclei occurs, and the egg
starts to divide by mitosis. Most important, the cell mass does not increase during the first cell
divisions; starting from the one cell, two cells are formed, after another round of divisions four cells,
then eight cells, 16 cells, and so forth, until a great number of smaller cells are formed at the morula
stage. These cells do not all have the same size; the smaller ones are called micromeres, whereas the
larger ones are named macromeres. During these cleavage steps, there is relatively little gene
expression from the nucleus of the new individual cells. In other words, the genome of the new cell
does not determine its own development after fertilization and karyogamy at these very early stages
of development. With regard to the new cells, the regulating elements are external, maternally
derived gene products. These substances, mostly RNA molecules, are already present in the
unfertilized egg, and they are the important factors that determine the fate of the divided cells. This
has been shown by a number of experiments. Chemical inactivation or enucleation in embryos has
shown that the nucleus is not necessary for the initial rounds of cleavage. Even enucleated egg
fragments are able to perform developmental changes, and cross-fertilization experiments revealed
that cells follow the maternal pattern of development. These maternally derived gene products are
not evenly distributed in the egg, indicating that the animal and vegetal pole are not only a matter of
morphological appearance, but are also related to the presence of a concentration gradient of
different gene products. This was demonstrated in experiments in which sections of the animal or
vegetal pole were excised and recultivated. When micromeres of the vegetal pole at the 16-cell stage
were implanted into the animal pole of a donor embryo, a complete second gut developed; the
micromeres are capable of changing the fate of neighboring cells (4). Cutting sea urchin eggs at the
eight-cell stage into two halves, to produce two embryos each with an animal and a vegetal cell,



generates two pluteus capable of normal development. In contrast, cutting the cell into an animal and
an vegetal hemisphere causes considerable aberrations from the normal development.

One of the most quoted experiments to show that animal and vegetal pole cells differ significantly
involved excision in which the fate of sections at the 64-cell stage were investigated. The individual
cells alone were capable of forming only a blastula. However, adding at least four micromeres from
the vegetal pole could compensate for this defect and lead to a pluteus. Fewer numbers of
micromeres resulted in forms intermediate between blastula and normal pluteus. Interestingly, the

vegetalization occurs not only after the addition of micromeres, but also when Li™ ions were
provided. At the animal pole, messenger RNA were found that code for cell-surface proteins. These
mRNA were found only in the macromeres and mesomeres, not in the micromeres (5). In the vegetal
pole region are localized dorsal determinants that are necessary for dorsal axis development in
Xenopus. The dorsal determinants move from the vegetal pole to a subequatorial region, where they
are incorporated into gastrulating cells (6). However, dorsal development may be also activated by
the contact between the cortical dorsal determinant and the equatorial core cytoplasm that are
brought together by cortical rotation upon fertilization (7).

Gastrulation is the next morphogenic event, and it starts in the region of the vegetal pole or near to
the gray crescent, depending on the species. At least five different epigenic movements are
observable in the further process of differentiation: invagination of cells, immigration, delamination,
proliferation, and epiboly. This means that, although the polarity of the egg determines the fate of the
cells at different positions, further movements and reorganization take place that are necessary for
organogenesis in higher mammals. One predominantly epigenic movement is invagination during
gastrulation. It was shown that vegetal egg cytoplasm is responsible for the specification of vegetal
blastomeres and promotes gastrulation. Vegetal-deficient embryos of Halocynthia roretzi fail to
enter gastrulation. They are animalized and arrested at the blastula stage. Reimplantation of the
vegetal pole cytoplasm into vegetal-deficient embryos caused gastrulation at the site where
implantation occurred (8).
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AnKkyrins



Ankyrins are a family of conserved proteins whose prime function is to act as a link between integral
membrane proteins and the spectrin- or fodrin-based framework lying on the cytoplasmic side of the
plasmalemma. The ankyrins were first characterized as those proteins that displayed a strong affinity
for spectrin in erythrocyte membranes. They are expressed in particularly high levels in vertebrate
brain but are also found in tissues such as skeletal muscle, lymphocytes, neutrophils and many
epithelial tissues (1); they are also found in such primitive organisms as worms (nematodes) and fruit
flies (Drosophila). Associations between ankyrins and a diverse selection of membrane proteins

such as cell adhesion molecules and ion channels (the anion exchanger, or band 3 protein, Na™ /K™
ATPase and the voltage-sensitive sodium channel) have been characterized and confirm that a key
role of the ankyrins is to mediate interactions between spectrin in erythrocytes (known as fodrin in
other cells) and proteins constituting the cell membrane. Deficiencies in ankyrin (as well as spectrin
and some other membrane-associated proteins) have been correlated with structurally weak

erythrocytes.

Ankyrins from erythrocytes (Ank1) and brain (Ank2) are monomeric proteins with a simple domain
substructure. Each protein has an N-terminal domain (about 89 to 95 kDa) with membrane-binding
abilities that can interact with the anion exchanger and tubulin (amongst others). Most of this
globular region comprises 24 tandem quasi-repeats of a 33-residue motif. Because six such repeats
appear to represent the smallest structural entity, it is possible that there are four subdomains within
the N-terminal domain. It has also been suggested that the 33-residue structures, while folding up in
a common manner, could position nonconserved residues on surface sites that would enable them to
interact with a wide range of different protein ligands, rather than with a single ligand multiple times.
The sequence of the 33-residue motif is very similar to those found in transcription factors, in cell-
cycle control proteins, and in proteins regulating tissue differentiation. The second domain of
ankyrin (about 62 kDa) can be subdivided into two parts; the first is acidic, proline-rich, and about
80 residues in length. In erythrocytes it links the cytoplasmic domain of the transmembrane anion
exchanger to b-spectrin at about the midpoint of the tetrameric structure that b-spectrin forms with a-
spectrin (see Spectrin). The second portion is basic and much larger (almost 500 residues). It
contains the consensus sequence (Arg—Arg—Arg—Lys—Phe—His—Lys/Arg) that is also required for
spectrin- or fodrin-binding. It is also much more highly conserved in sequence than the acidic 80-
residue subdomain. The C-terminal domain is about 70 kDa in both Ank1 and one variant of Ank2,
but about 290 kDa in an isoform of Ank2 that is generated by alternative splicing. The smaller
isoform of Ank2 (molecular weight about 220 kDa) is common in adult rats, while the larger one
(about 440 kDa) is expressed highly in neonatal animals. Furthermore, the 220-kDa protein is found
widely in the brain (neuron cell bodies, dendrites and glia), whereas the 440-kDa protein seems to be
found specifically in unmyelinated axons and dendrites (2). In both Ank1 and Ank2, the C-terminal
domain has a regulatory role arising from its ability to modulate the binding affinities of both the
membrane-binding and spectrin-binding domains. The sequences of the C-terminal domains differ in
size, and the overall homology is not high, although there are some regions of similarity.

Ank3, which is the major ankyrin in kidney, is found in most epithelial cells, axons and muscle cells
and has many structural similarities to Ankl and Ank2. It too has an N-terminal domain (89 kDa)
containing a 33-residue repeat with the consensus sequence (Asp/Asn—Gly—apolar—Thr—Pro/Ala—
Leu—His—apolar—Ala—Ala—X—X-Gly—His/Asn—apolar—X—Val/lle-Val/Ala—X-apolar-Leu—Leu—X—
X—Gly—Ala—X—Apolar/Pro—Asn/Asp—Ala—X-Thr—Basic), a 65-kDa domain with spectrin-binding
ability, and a C-terminal domain (56 kDa) with regulatory attributes (2). Interestingly, however,
multiple transcripts are expressed, some of which lack the repeat domain at the N-terminal end of the
molecule. It is possible that these ankyrins are involved in intracellular vesicle stabilization, sorting,
or targeting (2).
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Annealing, Nucleic Acids

When two complementary nucleic acid strands are mixed under conditions favoring complex
formation, the fully associated duplex is the lowest free-energy state of the system. The annealing
process involves formation and disruption of partially base-paired regions and expansion of those
regions as the system samples progressively more extensively base-paired intermediate states on the
path to the lowest energy fully base-paired state. This lowest energy state may not be achieved due to
kinetically trapped structures.

Denaturation of short oligonucleotide duplexes is a thermodynamically and kinetically reversible
process. When the solution is cooled after melting of the duplex, the optical and hydrodynamic
properties of oligonucleotide duplexes return to the initial values. The denaturation of synthetic
polymers of repeating sequence are optically reversible, which indicates that most bases are in intact
base pairs. However, the hydrodynamic properties display hysteresis. The change in hydrodynamic
properties is due to the formation of branched structures comprised of hairpin loops and
concatenated aggregates. Natural DNAs display hysteresis in both optical and hydrodynamic
properties, indicating failure of a significant fraction of the bases to find a partner base and the
presence of a nonlinear structure.

When two nucleic acid polymers encounter each other during hybridization or renaturation, the
probability of an exact match of base pairs in the initial complex is very small. Instead, small
stretches of duplex are nucleated. These complexes may grow if the sequences of the two strands
permit. If there is sufficient thermal energy, ie, sufficiently high temperature, the nucleated regions
will form and disassociate as the system seeks the lowest free-energy state. If there is not sufficient
thermal energy, unproductive complexes will dominate, and the equilibrium configuration will not
be achieved. Conversely, if there is too much thermal energy, formation of the duplex regions will be
disfavored, and the strands will separate.

This leads to a common strategy of duplex formation. The annealing process is optimized by
incubation at the “melting” temperature, 7, followed by slow cooling to permit the facile

reorganization of the duplex regions, to optimize sequence alignment.

Intramolecular hairpins and internal loops in single-stranded nucleic acid polymers present a
significant impediment to annealing (Fig. 1). These structures form rapidly compared to duplex

structures. The rate constant for hairpin formation is 10°-107 s71, meaning the structures form on
the microsecond timescale. The second-order rate constant for oligonucleotide duplex formation is

10°-107 M1 s~ Therefore, at the low concentration of annealing experiments, duplexes form on a
time scale of seconds or longer. Intramolecular structures are at a lower energy than is the fully
unfolded single-stranded structure. These competing structures must be unfolded for the annealing
process to proceed toward the formation of the complementary duplex. The activation energy
associated with this unfolding process is large, so that at temperatures well below the T°  of these

single-stranded structures, the rate of duplex formation is very slow.



Figure 1. Intramolecular structures formed by nucleic acid single strands.
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Defects in the alignment of base sequences (Fig. 2), including hairpins and internal loops, as well as
mismatches and bulges, can occur in duplexes. Here the activation energy, and thus the time required
for conversion, is even greater than for single-stranded structures. Because the alphabet of nucleic
acids contains only four letters, there are regions of nucleotide sequence complementarity even in
random sequences. These regions may form nucleation complexes that cannot be extended, resulting
in large numbers of nonproductive intermediate states. In highly repetative sequences, large numbers
of such structures may be formed. Under permissive conditions, they are readily interconvertable,
and the proper sequence alignment can be achieved.

Figure 2. Misalignment structures in nucleic acid duplexes.
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In contrast to polymers where sequence alignment dominates the kinetics of annealing, formation of
short oligonucleotide duplexes is dominated by the frequency of encounter of the complementary
strands. Once nucleation occurs, the pairing of the remaining bases is rapid.

Short oligonucleotide duplexes can form without appreciable competing structures. However,
competition between the duplex and single-stranded hairpin structures can occur with
oligonucleotides of appropriate sequence. The unfolded single-strand-to-hairpin and unfolded single-
strand-to-duplex equilibria are in competition. The two equilibria differ in molecularity, so they can
be distinguished experimentally by the concentration dependence. The hairpin structure will be
favored at low concentration; and the duplex, at high strand concentration. The salt concentration
also affects these equilibria. Because of its lower charge density, the hairpin is favored at low salt
concentrations. Therefore, a combination of salt and oligonucleotide concentration can be used to
isolate one of the structures.



Because the formation of a complex involves more than one nucleic acid strand, the concentration
and the length of the constituent strands also influence the stability of the nucleic acid complex.
There is a complex interplay between the length and concentration in determining complex stability.
Two events contribute to the formation and stabilization of the complex. The nucleation event (Fig.
3), in which the strands make initial productive contacts, is a multimolecular (bimolecular for duplex
formation) process that depends on strand concentration. The propagation process (Fig. 4), also
called zipping, in which the prenucleated base-paired chain is extended, is a pseudomonomolecular
process. Formally more than one strand is involved, but the formation of a closed base pair adjacent
to a preformed base pair is effectively a monomolecular process analogous to extension of a hairpin.

Figure 3. The nucleation event. The number of strands that are interacting changes. The process is bimolecular and
depends on strand concentration.
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Figure 4. The propagation (zipping) event. The number of strands in the complex does not change; therefore, the

process is pseudomonomolecular.
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For short oligonucleotides, the nucleation event dominates complex formation. The concentration
dependence of the stability is simple and described adequately by the conventional mass-action
model. For polymeric complexes, nucleation accounts for a relatively small part of the total
stabilizing free energy. The concentration dependence of complex formation disappears for
polymeric nucleic acids. For complexes of intermediate length, both nucleation and propagation
make nontrivial contributions to complex formation and stability. The concentration dependence of

intermediate length complex stability is reduced relative to that for short complexes of short
oligonucleotides, but not vanishing as for polymers.
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Annexins



Annexins are a family of structurally homologous, calcium- and membrane-binding proteins from
eukaryotic sources including animals, plants, protists, and fungi. More than twenty distinct annexins
have been characterized. Annexin homologues, notably 14-3-3 proteins, have also been identified
through sequence similarities. Intracellularly, annexins vary in their organ, tissue, cell, and
subcellular distribution and localization, and some annexins also occur extracellularly. The
mechanism of release of annexins into the extracellular milieu is unclear because annexins lack
signal sequences. Depending on the source, some annexins constitute a significant proportion (>1%)
of total cell protein. Though their in vivo functions are not yet established, annexins have been
implicated in many processes, including cell proliferation and differentiation, signal transduction,
membrane trafficking and secretion, vesicle aggregation, cell adhesion, interactions with cytoskeletal
elements, apoptosis, anticoagulation, phospholipase A, inhibition, and ion channel activity or

regulation. Phosphorylation may regulate some annexin-mediated processes. At least two annexins
are major substrates for the tyrosine kinases, epidermal growth factor receptor, and retrovirus-
encoded protein tyrosine kinase pp60v-src. Phosphorylations through other tyrosine kinases or
serine/threonine kinases, for example, protein kinase C and cAMP-dependent protein kinase A,
also have been observed.

Before annexins were recognized as a family, the proteins were identified in many laboratories by
their calcium-dependent binding to particulate fractions or hydrophobic chromatographic column
matrices. Initially these proteins were given diverse names, which reflected either their source or
putative function, including lipocortins, calpactins, endonexins, placental anticoagulant proteins
(PAPs), chromobindins, calcimedins, and calelectrins. Subsequent sequence analysis revealed that
many of these proteins have a common identity. The general term annexin subsequently was adopted
in reference to their common ability to annex to membranes. In common nomenclature, individual
annexins are designated by Roman numerals for example, annexin VII.

1. Macromolecular Interactions

The binding of calcium ions to annexins is relatively weak, with dissociation constants K ; in the

millimolar-to-micromolar range. Complexation with membranes or other proteins increases their
calcium-binding affinities. /n vitro, annexins bind lanthanides and divalent cations, such as
strontium, barium, and zinc. Calcium-dependent binding to membranes is high-affinity, and K 4 is in

the nanomolar range, whereas phospholipid monomers are bound poorly. In many systems, the
annexin-membrane association is reversible upon addition of calcium chelators. In other systems,
annexins behave more like integral membrane proteins. Typically, acidic phospholipids, such as
phosphatidylserine, are strongly preferred by annexins, whereas binding to pure phosphatidylcholine
membranes has not been observed. Such phospholipid binding preferences may target annexins to
specific locations. The strong response of annexin V to extracellular exposure of phosphatidylserine
is widely used as the basis of flow cytometric assays to detect membrane phospholipid asymmetry in
apoptosis and other cellular processes.

In addition to their membrane lipid-binding properties, some annexins interact with other proteins.
Some annexins interact with members of the EF-hand family, which suggests structural
complementarity between the two protein families.

Annexins II and XI each form heterocomplexes in which the heavy chain is an annexin and the light
chain resembles S-100 protein. Extracellular annexins have been described as cell surface receptors
for some viruses (1, 2) and matrix proteins, such as collagen (reviewed in Ref. 3) and tenascin C (4).
Annexin II is identified as a co-receptor for plasminogen/tissue plasminogen activator (reviewed in
Ref. 5). Calcium-dependent lectin activity has been identified in some annexins that bind to specific
sialoglycoproteins and glycosoaminoglycans, such as heparin (6, 7). The biological importance of
this interaction is not yet understood, but it may be related to cell surface function.




2. Primary Structures and Molecular Evolution

Annexin sequences are comprised of two regions, a variable N-terminal region and a conserved C-
terminal core region. The core region consists of four or eight canonical repeats of approximately 70
amino acid residues. Sequence homology exists between repeats within an individual annexin and
between annexins. The sequence data suggest that gene duplication and subsequent gene fusion
produced a four-domain ancestral precursor. Further gene fusion of two four-domain annexins
produced annexin VI, which is unique in its possession of eight repeats. The core region is associated
with the calcium-dependent phospholipid-binding properties of annexins. Each repeat contains a
highly conserved stretch of amino acid residues with a consensus calcium-binding sequence
(Lys/Arg)-Gly-X-Gly-Thr-X;¢-(Asp/Glu).

The variable N-terminal regions of annexins exhibit little homology and confer the distinct
functional properties of individual annexins. Here the intron-exon structures are not highly
conserved, whereas they are in the core region. The N-terminal region in annexins may consist of
only a few amino acid residues or hundreds. Annexins VII (synexin) and XI have the largest and
most hydrophobic N-terminal regions. These may considerably modify the properties of these
proteins that arise from the common annexin core. In many annexins, phosphorylation sites occur
within the N-terminal regions, as do some protein—protein interaction sites.

3. Crystal Structures of Annexins

Annexin crystal structures reveal a highly conserved alpha-helical fold in the C-terminal core region
characteristic of this family. Each basic repeating unit is made up of five a-helices, four of which run
antiparallel, in a four-helix bundle and the fifth helix is perpendicular. The four-domain annexin
structure is nearly planar, and the domains are arranged as a symmetrical array. The eight-domain
annexin VI resembles two four-domain annexin structures that are approximately perpendicular to
each other and are linked by a long, a-helical segment (8, 9). Most annexin crystal structures lack the
variable N-terminal domains, which are intentionally truncated or lost through proteolysis. The only
exception to date, that of full-length annexin I, reveals an unexpected juxtaposition between helices
in the N-terminus and core domains, a finding that may suggest a mechanism for membrane
aggregation (10).

In annexin crystal structures, numerous bound calcium ions are observed in loops along one surface
of the protein molecule. These loops have structural motifs that are distinct from those in EF-hand
proteins or C2-domain proteins. There are several structural motifs for these calcium-binding sites.
The site corresponding to the consensus calcium-binding sequence has the highest affinity for
calcium and structurally resembles a type of site observed in phospholipase A,. Other sites bind

lanthanides more strongly than calcium. Annexin V (Fig. 1) adopts two distinct molecular
conformations, depending on whether a tryptophan side chain in the third domain extends outward
from the protein surface or lies buried within the protein core. Spectroscopic and biochemical
evidence indicates that the two states are interrelated and may describe a calcium-dependent
conformational change that influences membrane binding. The crystal structures of annexin V
complexes with calcium and phospholipid head group analogs indicate that calcium ions are
involved directly in the attachment to membranes (11).

Figure 1. Ribbon diagram of annexin V (10). N-terminus as labeled, calcium ions as filled spheres.



Membrane binding surface

4. Membrane-Bound Annexins

The membrane-bound structures of two annexins have been investigated by electron microscopy,
and there is little evidence that the protein penetrates into the lipid bilayer. The molecular structures
of membrane-bound annexins are essentially the same as in their crystals, except that the molecules
reorient themselves so that their calcium-binding sites are in contact with the membrane (8, 12, 13).
Several annexins exhibit calcium-dependent self-association and/or form two-dimensional arrays on
membrane surfaces, a property that may underlie their biological functions (14, 15).

Structure-based mechanisms for annexin function have been proposed, but are not fully established.
Two hypotheses have been presented to explain the annexin-induced calcium channel activity
observed in vitro. In the “microscopic electroporation” model described for annexin V, the
peripheral binding of the protein changes the electrostatic properties of the membrane (16). The
calcium ion is translocated to the cytosol through a putative central pore in the annexin molecule. In
an alternative model of calcium channel activity, based on hydra annexin XII, the protein hexamer
inserts into the bilayer and creates a transmembrane structure resembling an inverted micelle (17,
18). Experimental data have been offered to support both hypotheses, but the mechanism and
physiological relevance of the channel activity remains controversial. Mechanistic models in which
annexins restrict access to membrane phospholipids and/or surfaces have been proposed to explain
their inhibition of phospholipase A, (19) and thrombin (14), and various models have been

suggested for processes, such as vesicle aggregation and membrane fusion. The in vivo functions of
annexins remain under intensive investigation.
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Anomalous Dispersion

If an atom is hit by an X-ray beam, as in X-ray crystallography, it scatters the beam in all directions.
The scattered radiation can have the same wavelength as the primary beam (Rayleigh or coherent or
elastic scattering) or a longer wavelength (Compton or incoherent or inelastic scattering). For
diffraction, only the coherent part of the scattering is of interest. Incoherent scattering simply
increases the background.




Electrons in an atom are bound by the nucleus and are, in principle, not free electrons. However,
they can be regarded as such if the frequency of the incident radiation w is large compared with the
natural absorption frequencies w, of the scattering atom, or if the wavelength of the incident

radiation is short compared with the absorption edge wavelength. This is normally true for the light
atoms but not for the heavy atoms (Table 1).

Table 1. The Position of the Ka-Edge for Some Elements

Atomic number 6 16 26 34 78

Element C S Fe Se Pt
Ka edge (A) 43.68 5.018 1.743 0.980 0.158

If the electrons in an atom are regarded as free electrons, the atomic scattering amplitude (atomic
scattering factor in units of electron scattering) is a real quantity f because the electron cloud is
centrosymmetric. If they are not free electrons, the atomic scattering factor becomes an imaginary
quantity, the scattering amplitude per electron:

Eoez y wﬂ
me? W —wl — kW

f(per electron) = (1)

where £, is the amplitude of the electric vector of the incident beam, and k, is a damping factor for

the nth orbit (K or L or '4). For w > w_, Eq. (1) approaches f'= Eoez/mcz, the scattering amplitude of
a free electron (1-3).

In practice, the complex atomic scattering factor, called f; is separated into three parts:

nomalous’

Sanomalous =/ T/ T if"". fis the contribution to the scattering if the electrons were free electrons, /' is

the real part of the correction to be applied for non-free electrons, and /'’ is the imaginary correction.
f+f is the total real part of the atomic scattering factor. Values for £, /' , and /' are always given in
units equal to the scattering by one free electron and are listed in Ref. 3. Because the anomalous
contribution to the atomic scattering factor is mainly due to the electrons close to the nucleus, the
value of the correction factors diminishes slowly as a function of the scattering angle, slower than for

e

Anomalous scattering causes a violation of Friedel's law: I(h k ¢) is no longer equal to /(h k €). This
fact can be used profitably for determining the absolute configuration (4). Moreover, it can assist in
the structural determination of proteins.
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Antennapedia Complex

The antennapedia complex (ANT-C) is a group of tightly linked genes that is found in the proximal
portion of the right arm of the third chromosome of Drosophila melanogaster. The most prominent
members of the complex produce striking homeotic transformations in adult flies carrying mutations
in these genes. Thus mutations in the Antennapedia (Antp) locus cause a transformation of the
antenna of the adult fly into a leg, while lesions in the proboscipedia (pb) gene cause the adult mouth
parts to develop into legs rather than the normal palps used in feeding. The existence of the homeotic
ANT-C was originally proposed based on the tight linkage of the proboscipedia (pb), Sex combs
reduced (Scr), and Antennapedia (Antp) loci. Subsequent genetic analyses have shown that two other
homeotic loci, labial (lab) and Deformed (Dfd), are also members of the complex. The homeotic loci
of the ANT-C are involved in the specification of segmental identity in the posterior head
(gnathocephalic) and anterior thoracic regions of the embryo and adult. Moreover, the linear order of
the homeotic loci in the complex, lab, pb, Dfd, Scr, and Antp, corresponds to the anterior—posterior
order of altered segments (intercalary, mandibular, maxillary, labial, and thoracic) found in animals
bearing mutations in each of the resident loci. Taken together, the results of mutational analyses
indicate that members of the complex are necessary to repress head development in the thorax (4ntp)
and elicit normal segmental identity in the anterior thorax (Scr) and posterior head (Scr, Dfd, pb, and
lab).

A similar group of homeotic genes called the Bithorax Complex (BX-C) is found more distally on
the third chromosome. This set of three homeotic genes (Ultrabithorax, abdominal-A, and
Abdominal-B) acts in a similar fashion to the ANT-C, but in the posterior of the thorax and in the
abdomen. The ANT-C is distinguished from the BX-C not only by virtue of the domain of action of
its homeotic loci (anterior versus posterior) but also by the presence of loci that are not overtly
homeotic in character. Two of these, fushi tarazu (ftz) and zerknullt (zen), have been shown to affect
segment enumeration (fiz) and the formation of dorsal structures (zen) in the early embryo. A third
nonhomeotic gene is bicoid (bcd). Mutations in this locus result in female sterility and maternal
effect lethality. Eggs laid by bcd females fail to develop normal anterior ends and instead produce
mirror-image duplications of structures normally produced at the posterior terminus of the embryo.

In addition to these genetically defined loci, several other genes have been found in the ANT-C by
molecular mapping. The first of these is a cluster of cuticle-protein-related genes that map between
the /ab and pb loci. Eight small (about 1 kbp) transcription units make up the cluster, and all have
sequence similarities to known cuticle protein genes. These genes (cc! through cc8) are also
apparently regulated by ecdysone in imaginal discs. Deletion of the entire cluster has no apparent
effect on the development or cuticle morphology of embryos, larvae, or adults. The second
molecularly identified gene is the Amalgam (Ama) transcription unit. The encoded protein places the
gene in the immunoglobulin superfamily and, like the cuticle cluster, the locus can be deleted from
the genome with no discernible effect on the organism. Finally, there is the zen2 or z2 transcription
unit that resides immediately adjacent to the zen gene. This locus is similar in structure and sequence
to zen, but like Ama and the cc genes has no discernible function.




The entire complex has been cloned and sequenced and shown to cover 335 kbp of genomic DNA.
The most distal transcription unit is Antp, which covers the distalmost 100 kbp of the complex and is
made up of eight exons. Proximally, the next 75 kbp contain the Scr and fiz loci. The distal 50 kbp of
this interval contain sequences necessary for Scr expression, as well as the two exons of the fz locus
and its associated regulatory elements. The proximal 25 kbp contain the three identified exons of the
Scr transcription unit. The five exons of the Dfd gene are found in the central portion of the next-
most-proximal 55-kbp interval. The Dfd transcription unit covers only 11 kbp of this region, and the
20-kbp interval flanking the gene proximally is the location of cis-acting regulatory elements for the
locus. The next 25-kbp interval contains four of the nonhomeotic transcription units that help
distinguish the ANT-C and BX-C. The distalmost is Ama, next bcd, and finally zen and z2. The z2,
zen, and Ama transcription units are all relatively small (1 to 2 kbp) and comprise two exons each.
The bcd gene is somewhat larger (3.6 kbp) and is made up of four exons. Immediately proximal to
the z2 transcription unit (about 1 kbp from its 3’ end) is the 5’ end of pb, which extends over the next
35 kbp of genomic DNA and contains nine exons. The next 25 kbp of the complex contain the
cuticle cluster and its eight identified transcription units. The final 25 kbp are the sites of the lab
gene, which is made up of three exons. Despite the nonhomeotic nature of three of the smaller
transcription units (zen, bed, and fiz) resident in the complex, these loci are tied to the larger
homeotic genes of the region by the nature of their protein products. All five of the large homeotics
(Antp, Scr, Dfd, pb, and lab), and the three small genes, have a homeobox motif, and their protein
products are found in the nuclei of the cells in which they are expressed. Thus eight of the genes in
the ANT-C encode regulatory proteins that act as transcription factors. The z2 gene also contains a
homeobox; however, the biological significance of the gene is not known, as deletions of this
transcription unit have no discernible effect. The cuticle-like genes and Ama do not contain a
homeobox.

The reasons for the clustering of these developmentally significant loci of similar function are not
known. The existence of common or overlapping regulatory elements, the need to insulate regulatory
sequences from chromosomal position effect, and the possibility of higher-order chromatin structures
for proper expression have all been proposed. Whatever the reason, the homeotic complex structure
has a long evolutionary standing. Similar clusters are found in vertebrates, an observation consistent
with a very early origin of these genes, probably predating the separation of protostomes and
deuterostomes.
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Antibiotic Resistance

In the 1940s, the clinical use of antibiotics first curbed the widespread threat of deadly bacterial
infection. These drugs effectively inhibited bacterial growth that had gone unchecked for decades.
Antibiotics did not, however, eradicate the threat of bacterial infection. In fact, the widespread use of
antibiotics gave a selective advantage to bacteria that had antibiotic resistance. Many strains of
bacteria have developed antibiotic resistance, or insensitivity to antibiotic drugs, in response to
antibiotic selection pressures. Now, bacteria employ a myriad of resistance mechanisms to
circumvent the best efforts of antibiotic researchers and clinicians. Only with the development of
new and potent antibiotics and the appropriate use of existing antibiotics will researchers regain
control over this resilient lifeform, bacteria.

1. A Historical Perspective

The development of antibiotics as therapeutic agents began in the late 1930s to combat the most
common cause of death, infectious disease. In the preantibiotic era, any infection could prove mortal.
Subsequently, over 150 different antibiotics have been synthesized or discovered, and these drugs
are used to treat bacterial infections, such as pneumonia, malaria, and tuberculosis (1, 2).

Antibiotics are a collection of natural products and synthetic compounds that kill bacteria. Naturally
occurring antibiotics are isolated from molds, yeasts, and bacteria. These organisms use antibiotics
as defense mechanisms to kill other bacteria. Alternatively, synthetic antibiotics are developed by
understanding the architecture and function of bacteria (see Fig. 1). Some bacteria have cell walls,
and many effective antibiotics, such as penicillin, bacitracin, and cephalosporin, inhibit the synthesis
of this cell wall. The bacterial machinery for protein biosynthesis differs from that of many host
organisms and, therefore, is a good target for antibiotics, such as tetracycline and chloramphenicol.
Additionally, antibiotics, such as rifampin and quinolones, specifically inhibit DNA replication in
bacteria (1).

Figure 1. Mechanisms of action of some common antibiotics. A schematic of some basic functions of bacterial cells to
which antibiotics are targeted. The X indicates an inhibition of that function by the antibiotics noted (see text for
details).
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Antibiotics were considered the “wonder drugs” of their time, and in retrospect, this highly favored
opinion resulted in their overuse. Antibiotics were commonly prescribed by physicians to cure and to
appease their patients. Some patients would have genuine bacterial infections, for which antibiotic
treatment is appropriate, whereas others would request antibiotics for viral infections that are not
susceptible to these drugs. In addition, individuals who have suppressed immune systems, such as
AIDS patients or organ transplants patients, would harbor bacteria that acquire resistance more
easily. Antibiotics were also used prophylactically in agriculture and aquaculture industries to keep
livestock healthy (3).

By the late 1960s, infectious disease appeared to be under control by the use of a variety of
antibiotics. However, antibiotics simply depressed the propagation of bacteria. They did not
eradicate it. Nonetheless, research in human health changed its focus from infectious diseases to
chronic diseases, and new antibiotics were no longer being developed (2, 4). Many microbiologists
warned the human health community that bacteria were potent, infectious pathogens that should not
be underestimated. Bacteria have survived for more than three billion years despite numerous
environmental changes on earth, and industrial wastes, insecticides, and herbicides. Obviously, the
mechanisms bacteria use to survive and adapt to these adversities were very effective.

2. The Origins of Antibiotic Resistance

Even before the first clinical application of antibiotics, antibiotic resistance, the ability of bacteria to
evade the deleterious effects of antibiotics, was postulated. In 1940, Abraham and Chain identified a
bacterial enzyme that inactivates one of the first antibiotics, penicillin. Then, any bacterium that
produces this enzyme would be resistant to penicillin (5). Moreover, microorganisms that use an
antibiotic as defense mechanisms would require immunity to that antibiotic. This inherent resistance
to a particular antibiotic was defined as a naturally-occurring trait called intrinsic resistance. A few
strains of bacteria with intrinsic resistance to a particular antibiotic would not constitute a clinical
threat because many diverse antibiotics are available. However, the ability of bacteria to propagate



this antibiotic resistance to other strains of bacteria had been underestimated.

The exchange of genetic information between bacteria of the same strain is a common, yet typically
slow process. Mechanisms of exchange include (1) conjugation—a single DNA strand from one
bacterium enters another bacterium and is replicated as a part of that genome, (2) transduction—
foreign DNA is introduced into bacteria by transducing bacteriophages, and (3) transformation—
autonomously replicating circular DNA plasmids are obtained by bacteria (1). Originally, it was
believed that these genetic exchange mechanisms were restricted to bacteria of the same strain.
However, a new method of gene exchange, using integrons, was recently identified (6, 7).

Integrons are independent, mobile elements that encode genes for protein functions, and encode
additional DNA to guarantee the integron's expression and integration into the bacterial genome.
Integrons effectively generate widespread antibiotic resistance by donating antibiotic resistance
genes to any strain of bacteria. Ironically, it is widely believed that integrons evolved only recently
in response to antibiotic selection pressure. In other words, the use of antibiotics advanced the
widespread occurrence of antibiotic resistance.

In addition to the acquisition of genes by the exchange of genetic information, bacteria also have a
high mutation rate that allows them to respond to the selective pressure of antibiotics by using their
own genome. For example, if bacteria were subjected to tetracycline, a random mutation in the 30S
ribosome to weaken tetracycline binding would be advantageous and, therefore, would be
perpetuated by the survival of the tetracycline-resistant bacteria (1). It has also been postulated that
housekeeping genes, like acyltransferases, may have mutated to gain the ability to modify and
inactivate aminoglycoside antibiotics (8-10).

The widespread phenomenon of antibiotic resistance has developed from the promiscuity of bacteria
and their genomes. Initially, intrinsic antibiotic resistances were isolated incidents, but the threat of
antibiotics has been readily circumvented using the acquisition of antibiotic resistance genes and the
high mutational frequency of individual bacteria.

3. Mechanisms of Antibiotic Resistance

Using both newly acquired genes and their own mutated genes, bacteria utilize three basic
mechanisms to support antibiotic resistance. Enzymes that degrade antibiotics inside the cell are key
players in antibiotic resistance. Bacteria can also alter their permeability barriers to keep antibiotic
concentrations below toxic levels inside the cell. Furthermore, the cellular targets of antibiotics can
be modified to evade the effects of the antibiotics. These mechanisms of antibiotic resistance are
distinct, but all are obtained through the acquisition or mutation of genes.

3.1. Enzymatic Inactivation of Antibiotics

Degradative enzymes are a common mechanism by which bacteria become resistant to antibiotics.
Such enzymes chemically modify antibiotics so that they no longer function. The genes for these
degradative enzymes are obtained by acquisition of exogenous genes or mutation of endogenous
genes. The expression of these genes also governs the level of antibiotic resistance in bacteria.

b-Lactamases are common examples of degradative enzymes that generate antibiotic resistance. b-
Lactamases inactivate b-lactam antibiotics, a structurally similar group of penicillin-like antibiotics,
all of which have a b-lactam ring structure. b-Lactamases are typically grouped into two major
classes, penicillinases and cephalosporinases, based on their substrate affinity (11, 12). In addition to
b-lactamases, other enzymes also degrade different antibiotics, such as the aminoglycosides,
gentamycin, tobramycin, and amikacin.

All b-lactam antibiotics function similarly. Their b-lactam ring structure inhibits the final step of
bacterial cell wall synthesis. Bacterial cell walls are constructed of alternating N-acetylglucosamine
and N-acetyl-muramic acid residues that form long peptidoglycan chains, and the final step in cell



wall synthesis involves the enzymatic crosslinking of these peptidoglycan chains by a transpeptidase.
Because the b-lactam bond resembles a portion of the peptidoglycan chains, this transpeptidase can
mistake a b-lactam antibiotic for its natural substrate and hydrolyze the b-lactam bond. This
hydrolysis covalently links the b-lactam drug to the transpeptidase and renders it nonfunctional (13)
(see also Penicillin-Binding Proteins).

Although b-lactamases are effective at degrading some antibiotics, their mere presence is not
sufficient to cause clinically relevant antibiotic resistance. In fact, these enzymes are found
ubiquitously in almost all bacteria, and in some blue-green algae and mammalian tissues. b-
lactamases must be present in sufficient quantities to degrade the b-lactam antibiotics effectively
before they inhibit cell wall synthesis. The cellular concentration of a b-lactamase depends on its
gene expression, and b-lactam antibiotics are inducers of b-lactamase expression. Furthermore,
particular b-lactamases have variable affinities for b-lactam antibiotics. Therefore, the degree of
antibiotic resistance due to b-lactamases is based on a combination of the ability of the b-lactam
antibiotic to induce the expression of b-lactamase, and its ability to be a substrate for b-lactamase
(14).

As researchers began to understand this mechanism of antibiotic resistance, more effective b-lactam
antibiotics were developed. The early cephalosporins, like penicillin and amoxicillin, are extremely
sensitive to b-lactamases, because these b-lactam antibiotics are potent inducers of b-lactamase
expression and good substrates for the b-lactamase. In contrast, the more recently developed
antibiotic, imipenem, is a strong inducer of b-lactamase expression but maintains its antibiotic
activity because it is a poor substrate for most b-lactamases (15). In addition to these new antibiotics,
combination therapies are also being implemented to combat antibiotic resistance. Such therapies are
comprised of a b-lactam antibiotic together with b-lactamase inhibitors, like clavulanic acid,
sulbactam, and tazobactum (16).

3.2. Altered Permeability Barriers: Pore Proteins and Efflux Systems.

The bacterial cell membrane is the major permeable barrier separating the outside of the cell from
the inside. The fluidity of the membrane is generally balanced to include most nutrients, while
excluding many toxins. Adjusting this fluidity impedes the function of the membrane. Therefore,
bacteria cannot protect themselves by changing the fluidity of their membrane. Instead, bacteria have
additional structures that surround the cytoplasmic membrane or form pores through it. The
alteration of these structures to exclude antibiotics is another mechanism of antibiotic resistance.

Gram-positive and Gram-Negative Bacteria have distinct structures that surround their cytoplasmic
membranes. Most Gram-positive bacteria have thick cell walls that are mechanically quite strong,
although very porous. Although the cell wall helps Gram-positive bacteria retain their shape, it does
not exclude most antibiotics and, therefore, is not a good barrier. Thus, Gram-positive bacteria are
relatively susceptible to the influx of antibiotics. Alternatively, a more effective barrier, a second
lipid bilayer or membrane, surrounds Gram-negative bacteria. This outer membrane is partially
composed of a lipid, lipopolysaccharide (LPS), that is not commonly found in cytoplasmic
membranes. The distinguishing feature of LPS is its decreased fluidity, which makes the LPS bilayer
an efficient barrier that prevents the permeation of most hydrophobic antibiotics into Gram-negative
bacteria (17).

Enveloped by effective barriers, bacteria use pore-forming proteins, called porins, to obtain nutrients
from outside the cell. Porins are transmembrane proteins that function as nonspecific, aqueous
channels, and allows nutrients to diffuse across the membrane. Porins generally exclude antibiotics
because they are narrow and restrictive. Most antibiotics are large, uncharged molecules that cannot
easily traverse the narrow porin channels that are lined with charged amino acid residues. However,
some antibiotics enter the bacteria through porins, and the deletion or alteration of these porins to
exclude particular antibiotics is linked to antibiotic resistance.

Because bacteria cannot develop barriers that are impermeable to all molecules, some toxins do



diffuse into bacteria along with nutrients. Therefore, bacterial cell membranes also contain transport
proteins that cross the membranes and use energy to remove toxins. They are called active efflux
systems, and some are directly identified as another significant cause of antibiotic resistance.

Many active efflux systems resemble other transport proteins that catalyze the efflux of common,
small molecules, like glucose or cations, and it is likely that mutation has modified them to transport
antibiotics. Based on their overall structure, mechanism, and sequence homologies, these transport
proteins are classified into four families: (1) the major facilitator family; (2) the resistance nodulation
division family; (3) the staphylococcal multidrug resistance family; and (4) the ATP-binding cassette
(ABC) transporters. Of these four families, only the ABC transporters use the chemical energy
generated from the hydrolysis of ATP to drive molecules across the membrane. Members of the
three other families use an electrochemical proton gradient, or proton-motive force, as the source of
energy (18, 19).

Some active efflux systems exclude a variety of unrelated toxins from the cell. These multidrug
resistance (MDR) efflux systems in bacteria are comparable to those found in mammalian cells (see
Drug Resistance). An example of a bacterial MDR efflux system is the Bmr transporter that
transports drugs which have diverse chemical structures and physical properties and include cationic
dyes, rhodamine-6G, ethidium bromide, and the antibiotics netropsin, puromycin, and fluoroquinone
(20). Other MDR efflux systems characterized in bacteria include NorA in Staphylococcus aureus,
MexB in Pseudomonas aeruginosa, and EmrB in Escherichia coli. If MDR efflux systems occur
extensively in bacteria as the source of many antibiotic resistances, they pose a far more formidable
challenge than more specific mechanisms of resistance.

3.3. Modification of the Antibiotic's Target

Antibiotics inhibit bacterial growth by inactivating different key proteins that are essential for
bacterial survival (see Fig. 1). However, the antibiotic sensitivity of these target proteins can be
altered. Typically, antibiotic targets are altered by reducing their affinity for the antibiotic. Bacteria
accomplish this change in affinity several ways. Bacteria acquire exogenous DNA for a mutated
target protein that no longer interacts with the antibiotic, yet retains the original target protein's
function. Alternatively, bacteria's endogenous genes can be mutated to achieve the same end. In
contrast, DNA for novel modifying enzymes can be acquired to alter the antibiotic target
posttranslationally, reducing its affinity for the antibiotic.

Altering an antibiotic's target protein directly at the DNA level is a common mechanism of target
modification. An example of this modification is the mutation of genes for penicillin-binding
proteins (PBPs). PBPs are transpeptidases, previously discussed, that catalyze the final step in
bacterial cell wall synthesis. These PBPs have high affinity for penicillin and its derivatives, and the
binding of penicillin permanently inactivates PBPs. Originating from both endogenous and
exogenous DNA sources, mutated PBPs can have a lower affinity for penicillin. Therefore, PBPs are
resistant to the antibiotic, yet still provide a crucial function in bacterial cell wall synthesis (21, 22).
Another example of target modification via mutated DNA is a single amino acid mutation in the
quinolone resistance-determining region of the DNA gyrase gene, gyrA, that can provide up to a 20-
fold increase in quinolone resistance (23).

In addition to using mutated antibiotic targets, bacteria can acquire new genes that produce proteins
that, in turn, alter antibiotic targets. A well-studied example is the resistance of Staphylococci to
erythromycin. It is known that Staphylococci have acquired genes to produce a protein that
methylates a residue on the 23S ribosome. The 23S ribosome is the target of erythromycin, but
methylated 23S ribosome has a low affinity for erythromycin. This exogenous gene is expressed and
prevents the binding of erythromycin to the ribosomes, making the bacteria erythromycin-resistant
24).
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Antibody

Antibodies are specific proteins, termed immunoglobulins, that are produced by B cells upon
stimulation with antigens, which may be proteins, polysaccharides, nucleic acids, and so on, either in
soluble form or as part of complex cellular organisms, such as bacteria, parasites, viruses, eukaryotic
cells of animal or plant tissues, and pollens. In fact, the immune system is so built as to have the
potential to make antibodies against any macromolecule of the living world. It was reported at the
end of the nineteenth century by von Behring and Kitasato that a group of guinea pigs immunized
against a sublethal dose of diphtheria toxin became resistant to diphtheria, whereas another group
that received tetanus toxin resisted further challenge with a normally lethal dose of tetanus toxin.
This key experiment showed that the protection was specific toward the immunizing agent. Thus,
one master word in immunology is specificity, and this immediately raises the problem of what
immunologists call the repertoire. How is it possible to make the billions of different molecules that
are potentially necessary to assume specific recognition of an obviously astronomical number of
potential antigens? What structures are recognized on an antigen? What are the structural bases for
antibody specificity? All these are basic questions that have been solved progressively during the
past 40 years.

The protein nature of antibodies was established by M. Heidelberger in 1928, by showing that
protein nitrogen was present in a specific antigen—antibody precipitate in which the antigen was a
polysaccharide, which must have originated from the antibody part of the precipitate. Progress in the
knowledge of the structure of antibodies paralleled the emergence of new technological tools in
biochemistry and in molecular biology. Analytical ultracentrifugation performed by Kabat and
Tiselius at the end of the 1930 indicated that antibodies were found in several classes of sizes, mostly
with sedimentation coefficients of between 19S and 7S. Electrophoretic characterization of serum,
also studied by Kabat in the same period, revealed that antibodies were located in the globulin part of
the spectrum, mostly in the slowest moving g-globulin fraction. This name remained in use for years
until it was replaced by a more generic one, that of immunoglobulins. Immunoglobulins are thus
defined as the immune proteins synthesized specifically by B cells. They are expressed in two forms:
(1) as integral membrane proteins at the surface of B lymphocytes, where they represent the B-cell
receptor (BCR), by analogy with the T-cell receptor (TCR) expressed at the surface of T cells; and
(2) as a soluble form, secreted in the bloodstream by the plasma cells, which represent the terminal
stage of differentiation of the B lineage. This soluble form is what immunologists call circulating
antibodies, or simply antibodies.

A main difficulty encountered in studying antibody structure was due to their extraordinary
heterogeneity, which deserves some comments. As a rule, when an antigen such as hemoglobin or
serum albumin, or in fact any protein, is used as an immunogen, a large array of antibodies with
discrete fine specificities is synthesized. At the surface of a protein, many discrete regions are
recognized by as many distinct antibodies. These regions are called antigenic determinants, or
epitopes. For a protein of molecular weight 50 kDa, there are 10, 20, or more epitopes that could be
identified by distinct antibodies. But antibody heterogeneity is not limited to the mosaic of epitopes.
It may be shown that in fact one given epitope may be recognized by slightly different antibodies,
and this contributes an extraordinary multiplication of the heterogeneity. This results from the clonal
organization of lymphocytes, as originally proposed by Burnet (1). B lymphocytes (and T cells as
well) are organized as discrete clones, each of which makes one and only one type of antibody
molecule. In humans, the average population of lymphocytes at any given tim